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A key issue in the debate over the initial colonization of North
America is whether there are spatial gradients in the distribution
of the Clovis-age occupations across the continent. Such gradients
would help indicate the timing, speed, and direction of the colo-
nization process. In their recent reanalysis of Clovis-age radiocar-
bon dates, Waters and Stafford [Waters MR, Stafford TW, Jr (2007)
Science 315:1122–1126] report that they find no spatial patterning.
Furthermore, they suggest that the brevity of the Clovis time
period indicates that the Clovis culture represents the diffusion of
a technology across a preexisting pre-Clovis population rather than
a population expansion. In this article, we focus on two questions.
First, we ask whether there is spatial patterning to the timing of
Clovis-age occupations and, second, whether the observed speed
of colonization is consistent with demic processes. With time-
delayed wave-of-advance models, we use the radiocarbon record
to test several alternative colonization hypotheses. We find clear
spatial gradients in the distribution of these dates across North
America, which indicate a rapid wave of advance originating from
the north. We show that the high velocity of this wave can be
accounted for by a combination of demographic processes, habitat
preferences, and mobility biases across complex landscapes. Our
results suggest that the Clovis-age archaeological record repre-
sents a rapid demic colonization event originating from the north.

Early Paleoindian � wave of advance � landscape complexity �
hunter-gatherers � Late Pleistocene

In this article, we consider five alternative hypotheses that have
been proposed to account for the initial early Paleoindian

occupation of North America. The first hypothesis is the tradi-
tional model, which states that Clovis peoples migrated into
unglaciated North America from Beringia via an ice-free corri-
dor between the Laurentide and Cordilleran ice sheets (1).
Research suggests that an ice-free corridor would have been
open and available for human passage by 12,000 years ago (1),
although the habitability of the corridor is still a matter of debate
(2). However, recently, there has been renewed interest in
alternative hypotheses. A second hypothesis is that Clovis peo-
ples migrated along the coast of Alaska, British Columbia, and
Washington State (2, 3). This model, usually referred to as the
Northwest Coast model, suggests that maritime-adapted groups
using boats moved along the ice-free western coast and sometime
later moved east into the interior of the continent. A third
hypothesis, which has been raised recently is that the initial
colonists could have rapidly skirted the western coast of North
America and established their first substantial occupations in
South America (4). In this hypothesis, colonists would then have
moved north through the Isthmus of Panama colonizing North
America from the south. A fourth hypothesis is that North
America was colonized by Solutrean people who had traveled
along the edge of an ‘‘ice bridge’’ between Europe and North
America (5) so that the initial colonization occurred from the
east. This hypothesis is driven by suggested similarities between
Clovis and pre-Clovis technology on the one hand and Solutrean

technology on the other, which some take to indicate an histor-
ical connection (5). A fifth hypothesis, as proposed by Waters
and Stafford (6), is that Clovis technology may have been a
technological innovation that spread via cultural transmission
through an established pre-Clovis population, which had colo-
nized North America sometime earlier in the Pleistocene before
the Clovis phenomenon.

We test these five models by analyzing the spatial distribution
of Clovis and Clovis-aged radiocarbon dates across North Amer-
ica. We include the earliest available Clovis or Clovis-age dates
from different regions of North America with the assumption
that they reflect meaningful temporal and spatial variation in the
initial colonization process. We located the potential origin of a
colonizing wave at six locations, four reflecting the external
origins of the alternative colonization models (north for the
traditional or ice-free corridor model, east for the Solutrean
model, south for the Isthmus of Panama, and west for the
Northwest Coast model), and two reflecting pre-Clovis origins.
For the northern origin, we chose Edmonton, Alberta, following
the assumed location of the southern mouth of the ice-free
corridor (7, 8). For the east, we chose Richmond, VA, a location
roughly halfway down the east coast of North America. For the
southern origin, we chose Corpus Christi, TX, reflecting a
potential route north through Central America (4), and for the
western origin, we chose Ventura, CA, a location about halfway
down the west coast of North America and across from the
Channel Islands, where late Pleistocene human remains and
evidence for a contemporaneous maritime-based subsistence
economy have been recovered (9, 10). Although each wave is
centered on a particular location, given the width of the wave-
fronts used, and the small sample size of available radiocarbon
dates, our results are robust to reasonable changes in origin. For
the pre-Clovis origin model, we centered the colonizing wave on
Meadowcroft Rockshelter (11) in Pennsylvania, and Cactus Hill
(12) in Virginia, two of the earliest, and most prominent
pre-Clovis candidates in North America.

Time-Delayed Wave of Advance Model. To model the wave of
advance, we follow procedures outlined by Fort and colleagues
(13–18) in their recent studies of other human prehistoric
expansions. The simple wave of advance model combines a
logistic population growth term with Fickian diffusion, which
describes the spread of the population in two spatial dimensions.
The resulting equation is termed the Fisher equation:
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�N��t � �N�1 � N�K� � D�2N, [1]

where � is the maximum potential growth rate, N is population
size or density, K is the carrying capacity of the local environ-
ment, D is the diffusion coefficient (in km yr�1), and ƒ is the
Laplacian operator describing the diffusion of the population N
in two dimensions.

The diffusion coefficient measures the lifetime dispersal of an
individual, measured by the average distance between location
of birth and first reproduction. This measure, the mean squared
displacement of an individual, is then adjusted by random
dispersal in two dimensions, and generation time T, giving the
diffusion coefficient D � �2/4T, where �2 is the mean square
displacement. The well known solution to Eq. 1 produces
traveling waves of colonists radiating out in concentric circles
from an initial point of origin. The velocity v of this wavefront
of colonists is given by

v � 2��D. [2]

Note that the velocity is simply a function of the population
growth rate � and the diffusion rate D and independent of
population size N or carrying capacity K. Although widely used
in the analysis of spatial movement, the Fisher equation incor-
porates some biologically and anthropologically unrealistic as-
sumptions (19), perhaps most importantly, that individual dis-
persal begins at birth, and so dispersal is continuous through life.
However, human dispersal is best modeled discretely because
there is generally a time delay between birth and dispersal,
related to rates of human growth and development. This time
delay reflects the situation that as a hunter–gatherer residential
group establishes a new home range during the process of
colonization, there is a time delay before the next generation
expands into the adjacent landscape. Fort and colleagues (13, 14,
19) derived a model to account for such generational time delays
in the diffusion process. They show the velocity of the time-
delayed traveling wave is then

v �
2��D

1 �
�T
2

. [3]

The velocity of the wavefront is thus reduced as a function of the
generational time delay T. Note that in cases where there is no
time delay (T � 0), Eq. 3 reduces to Eq. 2. The expected velocity
of a hunter–gatherer population expansion can then be esti-
mated by parameterizing Eq. 3 with ethnographic data on
maximum population growth rates �, mean generation times T,
and measures of individual lifetime dispersal D.

Parameter Estimation. We estimate these parameters using pub-
lished data from refs. 20 and 21. For natural fertility populations,
age at first birth, a common measure of mean generation time
T is �20 years, and maximum annual population growth rates �
is �0.04 (20). Measures of lifetime dispersal in modern hunter–
gatherers are more difficult to quantify. By using hunter–
gatherer mating distance data (21), mean individual dispersal
within populations can be conservatively estimated to be up to
3,000 km2 per generation, although the upper range for a
recorded marriage distance gives a mean squared distance of
nearly 21,000 km2. Although these data are not ideal measures
of dispersal, where the data are available, marriage distance has
been shown to correlate both strongly and positively with
generational dispersal (22). Therefore, we use 3,000 km2 as a
conservative measure of lifetime dispersal, giving D � 37.5 km2.
These demographic measures are conservative because these
data originate from societies near demographic equilibrium,
with neighboring populations, a situation far from representative
of a rapidly growing, late Pleistocene hunter–gatherer popula-
tion expanding into an open landscape. Combining these pa-
rameters with Eq. 3, the expected velocity of this wave is then
�� � 1.77 km per year.

Data. We used radiocarbon dates or averaged dates from 23 sites
(see Table 1, Fig. 1, and Methods). Seventeen of the dates are
those identified by Waters and Stafford (6) as either reliable

Table 1. Radiocarbon and calibrated dates used in Fig. 1

Number Site Date, 14C yr B.P. Error (�1 �) Calibrated date B.P. Ref(s).

1 Anzick 11,040 35 12,948 6
2 Arlington Springs 10,960 80 12,901.5 6
3 Big Eddy 10,832 58 12,842.5 46
4 Bonneville Estates 11,010 40 12,922.5 6
5 Casper 11,190 50 13,106 45
6 Colby 10,870 20 12,855.5 6
7 Debert 10,590 50 12,429 48
8 Dent 10,990 25 12,910.5 6
9 Domebo 10,960 30 12,895 6

10 East Wenatchee 11,125 130 13,025 6
11 Hedden 10,550 43 12,437.5 49, 50
12 Hiscock 10,795 39 12,828.5 51
13 Indian Creek 10,980 110 12,925 6
14 Jake Bluff 10,765 25 12,817.5 6
15 Kanorado 10,980 40 12,906.5 6
16 Lange-Ferguson 11,080 40 12,994 6
17 Lehner 10,950 40 12,891 6
18 Lubbock Lake 11,100 60 13,010 6
19 Murray Springs 10,885 50 12,862.5 6
20 Paleo Crossing 10,980 75 12,912.5 6
21 Shawnee-Minisink 10,935 15 12,883 6
22 Sloth Hole 11,050 50 12,969 6
23 Vail 10,530 103 12,255 52
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Clovis or Clovis-aged dates. The other six are dates from other
Clovis or Clovis-age sites that occur in similar contexts but were
not considered in their analyses (see Methods for details). Five
of these sites (Debert, Vail, Casper, Hiscock, and Big Eddy) can
be considered Clovis sites because of the presence of Clovis-like
fluted points. Hedden lacks fluted points, but has a subsurface
assemblage dating to the same period as other regional Clovis-
age sites (Table 1). The majority of the additional dates (n � 5)
are from early Paleoindian sites located in eastern North Amer-
ica, which are widely considered to represent the earliest dated
late-Pleistocene occupations of the east (23). This sample size is
admittedly extremely small, but we are limited by the rarity of
well dated Clovis-age sites (6). All radiocarbon dates used in our
analyses (Table 1) were calibrated by using the Intcal04.14 curve
(24) in Calib 5.0.

Statistical Approach. To represent the expanding waves for each
analysis, we measured the distance of each site from the wave’s
point of origin using great-circle arcs (in kilometers). To estab-
lish the earliest occupations per region, the earliest observations
per bin were regressed against the dependent variable. Following
methods outlined by Fort and colleagues (15–17, 19, 20), con-
centric bins were set at a consistent width (450 km) radiating out
from each wave origin, and the earliest dated site within each bin
was regressed by its distance from origin (see Methods for
details). To evaluate the best-fit model, we calculated the
correlation coefficient (r) for each test. The origin with the
highest correlation coefficient is therefore the most likely point
of origin (13, 14, 18). Similar methods have been used success-
fully in understanding colonization processes in other regions
throughout prehistory (13–15, 17, 18). Here, we do not attempt
to differentiate between demic and cultural diffusion models
directly, because both types of model can be constructed to
predict the same trajectories through time (25). Rather, similar
to other researchers, we suggest that if a model can predict a
demic diffusion, given realistic demographic and ethnographic
parameters, then the hypothesis of demic diffusion has not been
falsified until a cultural diffusion model could be shown to yield
similar, or more accurate results (13, 14, 16, 18, 25).

Following Fort’s methods, we estimate the velocity v of the
wavefront as the inverse slope of the linear regression of time
(calibrated dates) by distance (kilometers from origin). Because
there is likely much more error in the measurement of time than
in the measurement of distance, time is placed along the y axis
and distance along the x axis. We also estimate the slope of

distance by time because of possible errors in the measurement
of distance. Simulations show that Fort’s inverse-regression
method tends to overestimate the slope when dealing with small
sample sizes (data not shown), so we use randomization methods
(10,000 iterations) to estimate the slope and significance of the
second regression method. Further, we suggest that randomiza-
tion statistics are appropriate here, because we are interested in
testing both whether the pattern is significantly different from
random rather than from an a priori distribution, which may or
may not be normal, and whether the slope and correlations are
negative, not simply statistically significant. We report the results
of both methods.

Results
Best-Fit Model. Our data show clear spatial gradients in the
distribution of earliest Paleoindian occupation dates (Fig. 2).
Not only was the northern origin model the model with the
highest correlation coefficient (r � �0.73), but it was also the
only statistically significant model (P � 0.008). Importantly,
the only other wave near statistical significance was the western
origin model (Fig. 2). It is interesting that in Fig. 2, each plot
clearly reflects a general west-to-east trend in radiocarbon dates
as shown by the dashed lines (linear regressions of the entire data
sets), consistent with recent findings based on the cladistic
analysis of Clovis projectile point morphometrics (26). The plot
of all dates used in the analysis by distance from the northern
origin is also highly significant (r � �0.59, P � 0.001, n � 23),
suggesting that the spatial gradients of earliest occupation dates
we report here are also evident in the average timing of the
Clovis occupation across the continent.

The consistency of the west-to-east gradient in the ages of
radiocarbon dates suggests that, despite the small sample size,
these results are robust. In other words, there would need to be
a consistent and fundamental change to the dating of early
Clovis-age occupations both in the south and east to alter the
findings we present here. Further, although the significance of
the slope of the northern origin model is influenced by the
relatively young date of the furthest bin (black circle to the
furthest right in Fig. 2, upper left), excluding this data point does
not change our results, because the slope remains significant
(P � 0.034).

Slope. The estimated velocity of the wavefront by using Fort’s
inverse regression technique was � � 7.56 km per year and with
the resampling method was � � 5.13 km per year [1.89–14.14,
95% confidence limits (CLs)]. The confidence limits are too
wide to provide much further constraints on the velocity. A
possible reason for their width, aside from the small sample size,
is that the wave velocity shown in the upper right graph in Fig.
2 begins very rapidly and decreases dramatically as the continent
fills. Indeed, the correlation coefficient is improved by fitting the
northern-origin model with a quadratic model (r � �0.82),
reflecting this trend. We discuss this pattern further below.

Intercept. The intercept of the regression equation predicts that
Clovis colonists arrived at the mouth of the ice-free corridor
�13,378 cal B.P. (12,896–13,867, 95% CLs) or, using the unc-
alibrated data, 11,342 14C B.P. (11,114–11,607, 95% CLs).

Discussion
Our results provide clear, quantitative evidence of a colonizing
wavefront of early Paleoindians originating from the north. This
wavefront moved rapidly to the south and east, traveling con-
siderably faster than predicted from ethnographic data and
faster than other recorded hunter–gatherer expansions into
previously unoccupied land masses (17, 27, 28), although at a
speed that is not, in itself, unprecedented (29, 30). Although this
result does not discount the possible presence of a pre-Clovis

Fig. 1. Map showing the location of Early Paleoindian sites mentioned in
text. Numbers correspond to those found in Table 1.
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population within North America, the speed of the wavefront
suggests that any preexisting human populations offered little
demographic, ecological, or territorial competition to the ad-
vancing front of colonists, and the available data suggest these
populations were not the source of the subsequent Clovis
culture.

Both the rapidity with which the Clovis culture appeared over the
continent and the general trajectory of the colonization process
have been noted several times before. In their classic model, Kelly
and Todd (31) suggested that the speed of colonization was driven
by high rates of residential mobility, because of the large foraging
areas required of a primarily carnivorous diet (32). Reasoning from
optimal foraging theory, they suggested that colonizing hunter–
gatherers, with a northern latitude preadaptation (27), would have
maximized return rates by focusing on widely available, predictable,
high-return resources, in particular, mammalian megafauna. Be-
cause these prey species likely occurred at low densities, local prey
would have been depleted quickly, causing foragers to expand into
adjacent open regions. Because of their specialized foraging niche,
home ranges would have been both very large and have had very
low effective carrying capacities, resulting in a fast moving, shallow
wavefront (33).

This model receives support from recent theoretical and
empirical ecological research (34, 35), which shows that across
species, optimal search strategies, and hence patch residence
times, are influenced heavily not only by environmental pro-
ductivity, but also by the regeneration rates of key prey species.
In patches where prey regeneration rates are fast, foragers can
reuse habitats regularly because of the rapid restocking of prey,
whereas in patches where prey regeneration rates are long to
infinite (i.e., where foraging causes local extirpation of prey)
optimal search strategies become linear (34, 35), leading to high
levels of mobility and the utilization of large foraging areas.
Another, although not necessarily mutually exclusive, hypothesis
suggests that colonizing populations followed least-cost path-
ways into the lower continent, where movement occurred rapidly
either through favorable corridors, such as river drainages, or

across areas of relatively homogenous topography (4, 27). These
models predict that colonization would have bypassed, or trav-
eled quickly across landscapes that were unfavorable because of
topography and/or ecological productivity.

These models have obvious implications for regional variation
in late Pleistocene foraging strategies. On the Plains and in the
Southwest, where the archaeological record shows Clovis for-
agers targeted mammalian megafauna, diffusion rates would
have been fast. In these regions, initial foraging return rates
would have been high but regeneration rates of megafaunal prey
would have been very slow [perhaps infinite (7, 8, 36)] because
of low reproductive rates, leading to large home ranges and the
rapid geographic expansion of human populations (sensu 31).
Similarly, Clovis colonists would have moved rapidly through
large river systems (4), such as the Missouri and Mississippi
drainages, leading to an initially rapid rate of colonization
through the midcontinent, which would have then slowed dra-
matically as diet breadths broadened with the increased biodi-
versity of the eastern forests (27, 37), and as prey size, abun-
dance, and availability changed (38).

We suggest that these ideas are consistent with recent devel-
opments in understanding the movement of colonizing wave-
fronts across heterogeneous landscapes. Campos, Mendez, and
Fort (39) analyzed the effects of diffusion across complex
surfaces to understand the rapid rate of expansion (�13 km per
year) of European populations across North America in the 17th
to 19th centuries (40) where colonization was known to be biased
toward key landscape features, particularly river valleys. They
derived an analytical expression for the velocity of a traveling
wave moving across complex, or fractal, surfaces:

v�t� � � 1
dmin

� � 	

dw
� 1�	

�4�D�1�	t1�dmin�1, [4]

which, combined with the time-delay adjustment in Eq. 3, gives

v�t� � � 1
dmin

� � 	

dw
� 1�	�4�D�1�	

1 �
�T
2

t1�dmin�1 [5]

Fig. 2. Bivariate plots of the wave of advance analysis for each of the six potential origins. Filled circles are the earliest dates per 450-km bin. Open circles are
the raw data (all 23 dates). Solid lines are regressions through the binned data, and dashed lines are regressions through the raw data. The correlation coefficients
and P values refer to the solid lines.
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where dmin is the minimum dimension of the landscape, dw is the
basic dimension of movement (two dimensions in this case), and
	 � dmindw/(dmin � dw). The important parameter here to note
is 	, which essentially measures the extent to which the popu-
lation saturates the area behind the advancing wavefront (41).
When 	 � 2, the expanding population saturates 100% of the
landscape behind the wavefront, or occupies proportion P � 1
of the landscape, where P � 	/dw, which would be the case if the
colonizing population had no specific niche preferences and
used all landscapes with equal probability.

However, as outlined above, an expanding, colonizing popu-
lation of hunter–gatherers would have favored certain habitat
types based on behavioral and technological adaptations, pre-
ferred foraging niches, prey types, and the mobility costs of
different landscapes (4, 27). Thus, it is more than likely that for
the Clovis colonists 	 	 2, meaning that the population uses less
than the full two dimensions of the landscape, with 1 � P
proportion of the landscape unoccupied, causing the wavefront
to advance at an increased velocity (see Fig. 3). Solving for 	
when � � 5–8 (the observed velocity) gives 	 � 1.3–1.6,
suggesting that Clovis colonists need to have used only �2/3 to
3/4 of the available landscape in order for the colonizing wave to
have traveled at the velocity we observe in our data (Fig. 3
Upper). This finding is in qualitative agreement with the early

Paleoindian archaeological record, which suggests that Clovis-
age sites are found commonly in high-productivity areas, such as
river basins as well as prime hunting areas (27). In addition,
recent research shows that, indeed, ethnographic hunter–
gatherers use landscapes in complex ways, which are reflected in
nonlinearities in space use (42), residential mobility (43), and
social network structure (44).

The model we have proposed in this article to account for the
velocity and trajectory of the colonization process emphasizes the
interplay of population growth rates, hunter–gatherer adaptations,
and the ecological and topographic complexity of landscapes. In
particular, our model predicts that (i) the majority of Clovis-age
sites should be associated with the types of ecological and topo-
graphic landscapes favorable to colonization, as outlined above (i.e.,
major river drainages and areas of high foraging return rates); (ii)
the Clovis-age archaeological record should reflect the repeated
use of regional landscapes because of the generational time-delays
of the colonization process; (iii) regional variation in the size of
home ranges should be influenced by both ecological productivity
and, perhaps more importantly, the potential regeneration rates of
high ranked prey (i.e., home range size should covary with high-
ranked prey body size); and (iv) the earliest Clovis dates on the
continent should occur on the far northern Plains, and the youngest
Clovis dates for the initial occupation of a region should occur in
Central America.

Methods
Wavefront/Bin Width. We used wavefront bins of 450 km, although
our results do not change quantitatively with reasonable adjust-
ments in bin widths. A sensitivity analysis showed that our results
are robust to bin widths of between �300 and 600 km wide (all
P 	 0.05). Below 300 km, bins are too narrow to capture variance
in the sparse radiocarbon record, and above 600 km, there are
not enough bins across the continent to make meaningful
comparisons. We used widths of 450 km to provide enough bins
across the continent for meaningful statistics but at the same
time ensuring that sites in the analysis were far enough apart so
we could be confident of seeing an underlying trend. A bin width
of 450 km also helps us meet the first of two criteria laid out by
Hazelwood and Steele (33) for archaeological diffusion model-
ing: (i) Because of modeling error, or errors in the width of the
wavefront, the distance between two sites, 
x, must be greater
than the width of the wavefront, L � 8(�D/�) � 245 km. In our
northern wave (the wave of interest) we note �
x
 � L, therefore
meeting the first condition; and (ii) because of errors in radio-
carbon dates, the difference in time between two sites, 
t, must
be greater than the combined error rates of the two sites plus the
modeling error, 
 ���A � �B� � 8/�, where �x is the radiocarbon
error at site x, and so 
t � 
. Again, working with averages, our
average change in time between bins, 
t � 149, is significantly
less than the modeling error, 
 � 335, meaning that we do not
meet the second condition. Therefore, although we can be
confident that our sample tracks the distance between traveling
wavefronts over time, we must express caution in interpreting the
dates here as the earliest dates within each wavefront bin.
However, as the time it took for the colonization process to occur
(11,200–10,600 � 600 radiocarbon years) is greater than the
modeling error, we feel confident that our analysis accurately
tracks the general trend in the early occupation history of the
continent, if not the exact timing.

Radiocarbon Evidence. In addition to the 17 radiocarbon assays
reported as reliable by Waters and Stafford (6), we include six
radiocarbon dates in our analyses that they do not evaluate
(Table 1). In situations in which multiple dates were available,
averages were calculated by using Calib 5.0.
Casper. Recently dated camel bone from the Casper site in
Wyoming suggests that a Clovis occupation underlies the Hell

Fig. 3. Functions describing the wave front velocity in terms of the diffusion
coefficient and landscape complexity. (Upper) Wave velocity v as a function of
the diffusion coefficient D for data used in the analysis. The horizontal dotted
lines indicate the approximate upper and lower bounds for the observed
velocity of the Clovis wavefront. The vertical dot–dash–dot line gives the
approximate diffusion coefficient based on ethnographic data. The expected
velocity from the simple time-delayed model (solid line) falls considerably
short of the archaeologically observed velocity. The upper and lower curves
based on Eq. 5 (dashed lines) show that the archaeologically observed veloc-
ities are easily accounted for by movement across complex landscapes. (Lower)
Wave velocity expressed as a function of both the proportion of the landscape
occupied P and the diffusion coefficient D (from Eq. 5).
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Gap kill at the site (45). A single Clovis projectile point was
recovered from the site and several of the camel bones exhibited
evidence of human breakage.
Big Eddy. Big Eddy is a well stratified, multicomponent site in
Missouri (46). A number of radiocarbon dates bracket the
stratum containing the Clovis-aged assemblage, which yielded
dated charcoal samples from the same lithological and cultural
stratum 2 cm and 16 cm below a fluted projectile point.
Debert. Haynes (23) evaluated Macdonald’s (47) 13 radiocarbon
dates and averaged them for the age estimate of the early
Paleoindian occupation at Debert (48).
Hedden. Two radiocarbon dates were taken from excavated
charcoal samples (pine and spruce) associated with a buried,
single component early Paleoindian occupation (49, 50).

Hiscock. An early Paleoindian lithic assemblage, with fluted
projectile points were recovered along with numerous bones of
caribou and mastodon (51). Three culturally modified bones
yielded the three radiocarbon ages that were averaged for use in
this study.
Vail. We use Barton et al.’s (27) average of dates from charcoal
samples recovered at Vail. The charcoal samples were recovered by
Gramly (52) from the habitation area of the Vail site within cultural
features 1 and 2.
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