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Frequently, I have found myself assigned to review [!ap�rs grounded in
qualitative data that have been submitted for publicatwn. Sometimes, 
these papers have appeared to originate from authors who have rece�tly 
obtained their Ph.D. or from students who are nearing the completwn 
of their doctoral studies. In many instances, I have provided fe�dback to 
support the presentation of the qualitative dat�, as we�l a: guidance on 
how to properly clean and organize it. Analyzing qualitative data poses 
a considerable challenge in qualitative research. Books on resea�ch meth
ods often remain detached from real hands-on activities. I� t�is article, 
my objective has been to show how quaWative_ d�ta analysis is executed
in practical scenarios. Rather than creating fictitwus examples, I. have
provided a step-by-step account of my own research process from dwerse 
projects that have received support from the Natwnal Science Founda
tion (NSF). This approach has offered the advantage of re�l-li(e examples. 
Publishing in peer-reviewed journals has subjected these findings t? exter
nal validation and review. By sharing my expenences and t�chmqu�s, I 
have hoped to offer valuable insights to emerging researchers in effectively 
analyzing qualitative data. 

The formalization and recognition of qual
itative methodology as a distinct research ap
proach began to emerge in the early 20th century 
(O'Reilly, 2009). In the field of anthropology, the 
work of scholars such as Franz Boas, Bronislaw 
Malinowski, and Margaret Mead in the late 19th 
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and early 20th centuries laid the foundation for 
ethnographic research and participant observa
tion, which are key qualitative methods. In so
ciology, qualitative research gained prominence 
during the mid-20th century with the Chica
go School of Sociology and the development of 
methods such as in-depth interviews, partici
pant observation, and content analysis (Erick
son, 2018; Vidich & Lyman, 2000). In the lat
ter half of the 20th century, qualitative research 
in communication, education, political science, 
psychology, public administration, and oth
er social sciences gained momentum, with re
searchers employing qualitative approaches to 
study human development, learning, and sub
jective experiences (see, Denzin & Lincoln, 
2018). Since then, qualitative methodology has 
continued to evolve and expand, incorporating 
various theoretical frameworks, methods, and 
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data collection modes. Since the 1990s, quali
tative research has become an established and 
widely used methodology across disciplines, 
providing valuable insights into human behav
ior, social phenomena, and lived experiences. 

Most contemporary books on research 
methods emphasize that qualitative and quan
titative methodologies are distinct approaches 
to research, differing in their goals, data collec
tion, and data analysis (Creswell & Creswell, 
2018). Qualitative research focuses on collect
ing and analyzing non-numerical data, such 
as words, observations, interviews, and textu
al materials, with the aim of understanding the 
complexities, meanings, and interpretations of 
phenomena. In contrast, quantitative research 
deals with numerical data obtained through 
structured measurements, surveys, question
naires, experiments, and statistical analysis, 
aiming to quantify relationships, patterns, and 
trends in a population or sample. Qualitative 
research often explores open-ended research 
questions, seeking an in-depth understanding 
of social phenomena, experiences, or perspec
tives, and investigating the "why" and "how" 
behind human behavior and social processes. 
On the other hand, quantitative research typ
ically addresses research questions that can 
be answered through statistical analysis, with 
the goal of establishing relationships, predict
ing outcomes, or testing hypotheses using nu
merical data. Qualitative research frequently 
employs non-random sampling to ensure that 
participants are relevant to the research topic, 
while quantitative research commonly utiliz
es random sampling techniques to ensure the 
representativeness of the target population. In 
terms of data analysis, qualitative research in
volves interpreting and making sense of the col
lected data through processes such as thematic 
analysis, content analysis, or grounded theory, 
with a focus on identifying patterns, themes, 
and emergent insights. In contrast, quantitative 
data analysis employs statistical techniques to 
analyze numerical data, including descriptive 
statistics, inferential statistics, correlations, or 
regression analysis, with the aim of identifying 
patterns, trends, and relationships in a system
atic and objective manner. 

Despite the establishment of two distinct 
methodologies, there has been a polarization be
tween qualitative and quantitative researchers 

(Onwuigbuzie & Leech, 2005). Quantitative re
search has traditionally been hailed as scientif
ic and objective, while qualitative research has 
often been criticized as biased, anecdotal, and 
lacking rigor (Hagger & Chatzisarantis, 2011; 
Hammersley, 2008). One of the primary sourc
es of this perception is the distinction between 
deductive and inductive reasoning. Quantita
tive research is closely associated with deduc
tive reasoning, wherein hypotheses are tested 
based on existing theories, and data is collect
ed to either confirm or reject these hypotheses. 
In contrast, qualitative researchers frequent
ly employ inductive reasoning, where theories 
or concepts are developed from the data itself. 
This distinction has led some to perceive quan
titative research as more scientific due to its 
deductive approach. For instance, Karl Popper 
(2001) stated: "Induction, i.e., inference based 
on many observations, is a myth. It is neither 
a psychological fact nor a scientific procedure" 
(p. 52). Consequently, some argue that qualita
tive methods lack the crucial criterion of falsi
fiability necessary for scientific inquiry, making 
them susceptible to subjective interpretations 
and unverifiable claims. 

My goal for this article is not to conduct a 
comparative study of two methods or show the 
superiority of one method over the other. I write 
with the assumption that both qualitative and 
quantitative methodologies have their strengths 
and limitations, with the choice between them 
depending on the research objectives, the na
ture of the phenomenon under study, available 
resources, and the researcher's preferences and 
expertise. Since the 1980s and early 1990s, there 
has been a growing recognition of the value of 
mixed methods research, which combines ele
ments of both qualitative and quantitative ap
proaches (Creswell & Creswell, 2018; Maxwell, 
2015). Ultimately, the choice between qualita
tive and quantitative research is guided by the 
research question and the specific needs of the 
study. 

Since the mid-1990s, I have accumulated 
extensive information by employing qualita
tive data collection techniques on various top
ics, including the career paths of industrial sci
entists and engineers (Varma, 1996-1998), the 
experiences of minority women in computer 
science and computer engineering (CS/CE) ed
ucation (Varma & Kapur, 2003-2007; Varma et 
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al., 2001-2003), the challenges faced by women 
in CS/CE education in the United States and In
dia (Varma, 2007-2008), the integration of Indi
an immigrant scientists and engineers into the 
U.S. workforce (Varma, 2002-2005), the dynam
ics of the tenure system in engineering (Varma, 
2006), and the phenomenon of scientists and 
engineers returning from the United States to 
India (Sabharwal & Varma, 2012-2015; Varma 
& Sabharwal, 2017-2021). These research en
deavors have been supported by funding from 
the National Science Foundation (NSF). In this 
article, my aim is to illustrate the techniques I 
have employed to analyze qualitative data from 
these studies. I believe that the insights shared 
in this article will be particularly beneficial to 
emerging researchers who are embarking on 
their own research journeys to employ qualita
tive research. 

Nature of Qualitative Data 

Qualitative data is typically collected 
through methods such as interviews, obser
vations, focus groups, and open-ended survey 
questions. I have mostly conducted in-depth 
interviews which were audio recorded. Addi
tionally, I have collected open-ended survey re
sponses and conducted some focus group dis
cussions. Although I have audio recorded, I 
have also taken detailed notes during fieldwork. 
I have hired university students to transcribe the 
interviews verbatim; with the financial support 
from the NSF, this practice has become feasible. 
When I have not have a support from the NSF, I 
have transcribed my own data (e.g., for my PhD 
dissertation). My qualitative data has consisted 
of verbatim records of interviews, focus group 
discussions, open-ended texts from survey re
sponses, and detailed field notes. I have creat
ed electronic duplicates, keeping the original in
tact, and worked on the duplicates. 

Cleaning Qualitative Data 

The first step I have taken in analyzing 
qualitative data has been to clean the tran
scribed data. In qualitative research, data clean
ing refers to the process of preparing qualita
tive data for analysis (Saldana, 2011). I have 
ensured that all data elements have been pres
ent and that there have been no missing or in
complete sections. If any parts of the data have 
been missing, I have made every effort to re
trieve them. In qualitative research, transcribed 
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data often contain missing elements attributed 
to various factors, including transcriptionists 
not looking at their screens, challenges in accu
rately hearing audio, typographical errors due 
to keyboard misplacement, and difficulties in 
comprehending accents, jargon, or lengthy sen
tences. Then, I have formatted the data to have 
standard spellings, punctuation, and capitaliza
tion. Most importantly, I have removed identi
fying information to comply with Institutional 
Review Board (!RB) requirements and protect 
the privacy and confidentiality of participants. 
I have replaced names, locations, or any other 
identifying details with pseudonyms or gener
ic terms. I have also assessed whether all por
tions of the transcript have been usable, and if 
not, I have deleted irrelevant and unusable sec
tions. Additionally, I have maintained a detailed 
record of the data cleaning process, including 
any decisions I made or changes I implement
ed. I have found that cleaned data has made an
alyzing and deriving meaningful insights easier. 
Although hired university students have per
formed the transcription, I have not involved 
any student in the data cleaning process. In
stead, I have handled data cleaning personally 
to ensure that important information has been 
preserved and that intended meanings of the 
sentences have not been altered. 

As an example, in my tenure project 
(Varma, 2006), I posed the following straight
forward question to participants: "What does 
tenure provide?" For me, passages of text in 
bold were not necessary, so I deleted them to 
clean the data. I put three dots to remind my
self that some passages of text had been deleted 
and the sentence was no longer in the verbatim 
form. The following example represents a pas
sage of data prior to cleaning: 

Pseudonym Mary: Tenure means, I 
guess the big part, it will be my guess. 
I haven't really had a great taste of it 
yet because I was just told. But to me 
it's really why you get promoted to as
sociate. Basically, you have, one of my 
colleagues was saying, you know, once 
you get tenure you can tell them shove 
it. They can't basically you know fire 
you or whatever. I guess that's most
ly (unintelligible). So, it seems ten
ure provides secure permanent employ
ment till you retire. 
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The following passage of text represents the 
same data after cleaning: 

Pseudonym Mary: Tenure .. .I haven't 
really had a great taste of it yet. .. But 
to me it's really why you get promot
ed to associate ... One of my colleagues 
was saying ... once you get tenure you 
can tell them shove it. They can't.. .fire 
you ... [T)enure provides secure perma
nent employment till you retire. 

In addition to open-ended questions during 
the interview process where participants can 
choose how to respond and the level of detail 
they provide, I have also included semi-closed 
questions where participants have a more lim
ited range of responses. Even with such ques
tions, it has been necessary to clean the data 
since individuals may express the same ideas 
in different ways. Therefore, I have standard
ized their responses to ensure uniform format
ting across all data points. For example, in my 
return migration project (Varma & Sabharwal, 
2017-2021), I asked participants how long they 
had been in the United States. Responses var
ied; some provided the number of years, while 
others were more precise, including years and 
months. Some respondents gave the exact dates 
of their arrival in the United States, while oth
ers provided the duration from their arrival year 
to the year of data collection, and so forth. Stan
dardization in this case involved expressing all 
these responses in the same unit, that is, years 
spent in the United States. 

Figure 1 

A Sample of Organizing Cleaned Qualitative Data 

Site White White Black Black Hispanic 
Male Female Male Female Male 

Hispanic Clean Clean Clean 
Serving data data data 
Institution text text text 
A 
Historically Clean Clean 
Black data data 
College text text 
Tribal 
College 

Note. Clean data text refers to actual interview quotation. 

Organizing Cleaned Qualitative Data 

After completing the data cleaning process 
the . s�bsequent _step is data organization. Th�
dec1s10ns made m this phase depend on the re
searchers' objectives and the resources avail
able. Researchers need to determine the for
matting of the cleaned data, whether to present 
responses question by question or group them 
based on individual cases, groups, or sites 
(Saldana, 2011). In essence, data organization 
empowers researchers to cut and arrange the 
data as required. 

After the data cleaning process, I have hired 
university students to organize the data based 
on t�e q�estions presented to each participant, 
making 1t more manageable for analysis. De
pending on the nature of my project, they en
sure that there is a clear way to identify the 
source of all the data, such as by individual, 
location, gender, ethnicity, and other relevant 
factors. For each question, they create a dedi
cated file that is easily identifiable based on its 
content. Subsequently, they revisit each file and 
establish a data structure. When dealing with 
smaller amounts of text, they use spreadsheets, 
and for larger datasets, they opt for overview 
charts to visualize the data. Columns represent 
the subjects, while rows represent data points. I 
have found this approach useful as it facilitates 
data comparison. 

As an example, I conducted interviews 
with 150 undergraduate students from di
verse institutions, ensuring an equal distribu
tion across gender and ethnicity /race (Varma 
& Kapur, 2003-2007). I inquired whether they 
had ever considered changing their major from 

Hispanic Asian Asian 
Female Male Female 

Clean Clean Clean 
data data data 
text text text 

Clean 
data 
text 

Native Native 
Ame- Amer-
rican ican 
Male Female 
Clean 
data 
text 

Clean Clean 
data data 
text text 
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computing to another field and, if so, the rea
sons behind their considerations. Subsequent
ly, my hired university students organized the 
data into two distinct overview charts: one for 
respondents who answered "yes" and another 
for those who answered "no." I stored the orga
nized data in two separate files, presented in a 
grid-like format as shown in Figure l. 

It is important to emphasize that organized 
data should be stored in a structured format 
that is both easily accessible and maintainable. 
This entails creating separate folders or directo
ries for different categories or themes, adopting 
consistent file-naming conventions, and main
taining a record of the location of each data seg
ment. The chosen data storage system should 
enable effortless retrieval and referencing dur
ing the analysis process. 

Coding Qualitative Data 

Coding qualitative data means naming seg
ments of data with a label that instantaneous
ly classifies and summarizes transcribed data. 
It is the process of categorizing and organiz
ing textual or non-numeric information to iden
tify patterns, themes, or concepts (Saldana, 
2011). Coding assists in making sense of a large 
amount of unstructured data. It brings structure 
to unstructured data, making it more manage
able and enabling systematic analysis. Assign
ing codes is a fundamental step that allows re
searchers to capture the essence and content of 
each qualitative response, facilitating a deeper 
understanding of the data. 

While I often start with some a priori con
cepts derived from literature review or theoreti
cal frameworks, I remain open to the emergence 
of in vivo concepts that arise directly from 
the data itself. First, I immerse myself in the 
data, conducting a thorough review to devel
op a comprehensive understanding of its co�
tent. I begin with a detailed line-by-line analysis 
(see, Charmaz, 2014). I annotate sentences with 
question words such as what, when, where, 
who, why, how, and so on, to uncover their 
underlying meanings. With this process, I seg
ment data into initial codes. Below is an exam
ple from the tenure project mentioned in the 
section on Cleaning Qualitative Data. I prefer to 
have as many initial codes as possible because 
they can be combined later to facilitate a hi�her
level of inference. In response to the quest10n, 
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what tenure gives them, participants gave the 
following responses: 

Pseudonym Mary: Tenure .. .I haven't 
really had a great taste of it yet. .. But to 
me it's really why you get promoted to 
associate (initial code: promotion). . .. 
One of my colleagues was saying ... once 
you get tenure you can tell them shove 
it (initial code: freedom of expression). 
They can't ... fire you (initial code: per-
manent job) ... [T]enure provides secure 
permanent employment till you retire 
(initial code: job security). 
Pseudonym Alexi. Tenure to me means 
stability. It means security (initial code: 
job security). It means that you feel free 
to be able to express your thoughts (ini
tial code: freedom of expression), show 
your research without fear of ramifica
tions or punishment or retribution. It's 
freedom to do your job (initial code: 
freedom in research). 
Pseudonym Kate: It certainly gives you 
peace of mind (initial code: job securi
ty) but people take too much advantage 
of tenure (initial code: abuse of ten
ure). I am not sure that I believe in ten
ure anymore (initial code: questioning 
tenure). I've seen too many people sort 
of just relax & don't work hard after 
tenure (initial code: low productivity). 

Above example shows that I have broken down 
the data into smaller, meaningful segments or 
labels. I have identified words, phrases, or sen
tences that conveyed important information 
which I have represented with initial codes. 

For this process of initial coding, I enlist the 
help of two graduate students, made possible 
through financial support from the NSF. I pro
vide these students with key articles that con
tain theories and concepts related to the project 
at hand and ask them to read and familiarize 
themselves with the material. For each question, 
these students separately generate initial codes, 
after which we compare codes and engage in 
discussion if there are any inconsistencies. We 
collectively develop what is referred to as a cod
ing frame (Saldana, 2011). This frame compris
es a list of initial codes, each accompanied by a 
definition. Once we reach an agreement on the 
initial codes, the students take over the subse
quent tasks, systematically applying the coding 
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frame to the data and conducting the necessary 
counts. They separately use spreadsheets for 
this purpose. In the spreadsheet, they tally how 
many times each initial code occurred and who 
the participant was. Therefore, the spreadsheet 
includes the total occurrences of initial codes. 
Based on my research question(s), the spread
sheet will also include the occurrences of these 
initial codes categorized by characteristics such 
as gender, race/ethnicity, age, place of employ
ment, and other relevant variables. It is impor
tant for me that students count the frequency 
of each initial code as doing so demonstrates 
their importance. If participants provided mul
tiple responses, students make a note of the to
tal occurrence of each initial code as well as the 
first or primary initial code mentioned by a par
ticipant. These two measures help illustrate the 
significance of initial codes, and the one men
tioned first or is primary can later be used for 
statistical analysis. 

To assess the consistency of initial coding 
between the two students, I typically employ 
percentage agreement to calculate the propor
tion of coding on which the coders agree. I sim
ply divide the number of aggrements by the to
tal number of agreements and disagreements. 
My goal is to achieve a high level of agreement, 
usually 80% or above, although the acceptable 
threshold may vary depending on the project. 
This process, known as inter-coder reliabili
ty, measures the agreement or consistency be
tween two or more coders when independently 
coding the same data (Creswell & Poth, 2018). 
There is a general agreement that achieving in
ter-coder reliability is crucial because it pro
vides an indication of the consistency in coding 
or rating procedures, which, in turn, contrib
utes to the trustworthiness of a study's findings. 
It is important to recognize that achieving per
fect inter-coder reliability is rare, and some lev
el of discrepancy or variability is to be expected. 

Why do I generate initial code and hire two 
students to do the same thing, and why, once 
the coding frame is developed, do I ask stu
dents to separately count the occurrence of ini
tial codes? I do this to mitigate researcher's bias, 
which refers to the influence of the researcher's 
personal beliefs, values, attitudes, or expecta
tions on the design, implementation, and inter
pretation of a research study (Saldana, 2011). 
It occurs when researchers unconsciously or 

c_onsciou:ly may count data in a way that con
firms their preconceived beliefs or desired out
comes, overlooking alternative explanations or 
contradictory evidence. This can lead to a one
sided understanding of the topic, subjective in
terpretations and biased conclusions. To me, 
counting initial codes demonstrates where the 
possibility of the researcher's bias can enter; 
thus, I allow students to do this task. Since a 
student can miss counting, I use two of them 
separately to do the counting. My simple logic 
is that when two students independently arrive 
at the same data count, it instills confidence in 
the analysis. It demonstrates the meticulous ef
forts taken to ensure the credibility of the anal
ysis. However, I actively participate in generat
ing initial codes alongside students to ensure 
that the nuances and key elements of the data 
are accurately captured. This way, I maintain 
control over the quality and comprehensive
ness of the coding process, especially when 
dealing with students who may have a limited 
understanding of the subject matter. I believe 
this contributes to the rigor and accuracy of the 
qualitative research. 

In cases where hiring independent coders 
is not feasible, which is often the case for grad
uate students working on their dissertations or 
researchers with limited financial resources, it 
becomes imperative for the researcher to active
ly work to minimize their bias or influence on 
the coding process. It is worth noting that a sig
nificant proportion of qualitative data is coded 
by a single coder (Cambell et al., 2013). Quali
tative researchers have proposed various steps 
to substantiate the credibility of the coding pro
cess (Bauer & Gaskell, 2007). When I have not 
had support from the NSF, I have personally 
conducted the coding of my data. I have allo
cated some time, recoded the same data, and 
then compared the two sets of codes. 

Initial codes serve as building blocks for the 
development of themes or concepts-abstract 
representations of events, objects, or actions 
that are deemed significant within the data (see 
Babchuk, 2019). For example, in my project on 
return migration of faculty to India (Sabharw
al & Varma, 2012-2015), I directly asked return
ees to identify the primary reasons for mov
ing back to India. The initial coding process by 
graduate students resulted in the following 21 
initial codes, which are noted under (i) total 
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computing to another field and, if so, the rea
sons behind their considerations. Subsequent
ly, my hired university students organized the 
data into two distinct overview charts: one for 
respondents who answered "yes" and another 
for those who answered "no." I stored the orga
nized data in two separate files, presented in a 
grid-like format as shown in Figure l. 

It is important to emphasize that organized 
data should be stored in a structured format 
that is both easily accessible and maintainable. 
This entails creating separate folders or directo
ries for different categories or themes, adopting 
consistent file-naming conventions, and main
taining a record of the location of each data seg
ment. The chosen data storage system should 
enable effortless retrieval and referencing dur
ing the analysis process. 

Coding Qualitative Data 

Coding qualitative data means naming seg
ments of data with a label that instantaneous
ly classifies and summarizes transcribed data. 
It is the process of categorizing and organiz
ing textual or non-numeric information to iden
tify patterns, themes, or concepts (Saldana, 
2011). Coding assists in making sense of a large 
amount of unstructured data. It brings structure 
to unstructured data, making it more manage
able and enabling systematic analysis. Assign
ing codes is a fundamental step that allows re
searchers to capture the essence and content of 
each qualitative response, facilitating a deeper 
understanding of the data. 

While I often start with some a priori con
cepts derived from literature review or theoreti
cal frameworks, I remain open to the emergence 
of in vivo concepts that arise directly from 
the data itself. First, I immerse myself in the 
data, conducting a thorough review to devel
op a comprehensive understanding of its co�
tent. I begin with a detailed line-by-line analysis 
(see, Charmaz, 2014). I annotate sentences with 
question words such as what, when, where, 
who, why, how, and so on, to uncover their 
underlying meanings. With this process, I seg
ment data into initial codes. Below is an exam
ple from the tenure project mentioned in the 
section on Cleaning Qualitative Data. I prefer to 
have as many initial codes as possible because 
they can be combined later to facilitate a hi�her
level of inference. In response to the quest10n, 
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what tenure gives them, participants gave the 
following responses: 

Pseudonym Mary: Tenure .. .I haven't 
really had a great taste of it yet. .. But to 
me it's really why you get promoted to 
associate (initial code: promotion). . .. 
One of my colleagues was saying ... once 
you get tenure you can tell them shove 
it (initial code: freedom of expression). 
They can't ... fire you (initial code: per-
manent job) ... [T]enure provides secure 
permanent employment till you retire 
(initial code: job security). 
Pseudonym Alexi. Tenure to me means 
stability. It means security (initial code: 
job security). It means that you feel free 
to be able to express your thoughts (ini
tial code: freedom of expression), show 
your research without fear of ramifica
tions or punishment or retribution. It's 
freedom to do your job (initial code: 
freedom in research). 
Pseudonym Kate: It certainly gives you 
peace of mind (initial code: job securi
ty) but people take too much advantage 
of tenure (initial code: abuse of ten
ure). I am not sure that I believe in ten
ure anymore (initial code: questioning 
tenure). I've seen too many people sort 
of just relax & don't work hard after 
tenure (initial code: low productivity). 

Above example shows that I have broken down 
the data into smaller, meaningful segments or 
labels. I have identified words, phrases, or sen
tences that conveyed important information 
which I have represented with initial codes. 

For this process of initial coding, I enlist the 
help of two graduate students, made possible 
through financial support from the NSF. I pro
vide these students with key articles that con
tain theories and concepts related to the project 
at hand and ask them to read and familiarize 
themselves with the material. For each question, 
these students separately generate initial codes, 
after which we compare codes and engage in 
discussion if there are any inconsistencies. We 
collectively develop what is referred to as a cod
ing frame (Saldana, 2011). This frame compris
es a list of initial codes, each accompanied by a 
definition. Once we reach an agreement on the 
initial codes, the students take over the subse
quent tasks, systematically applying the coding 
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frame to the data and conducting the necessary 
counts. They separately use spreadsheets for 
this purpose. In the spreadsheet, they tally how 
many times each initial code occurred and who 
the participant was. Therefore, the spreadsheet 
includes the total occurrences of initial codes. 
Based on my research question(s), the spread
sheet will also include the occurrences of these 
initial codes categorized by characteristics such 
as gender, race/ethnicity, age, place of employ
ment, and other relevant variables. It is impor
tant for me that students count the frequency 
of each initial code as doing so demonstrates 
their importance. If participants provided mul
tiple responses, students make a note of the to
tal occurrence of each initial code as well as the 
first or primary initial code mentioned by a par
ticipant. These two measures help illustrate the 
significance of initial codes, and the one men
tioned first or is primary can later be used for 
statistical analysis. 

To assess the consistency of initial coding 
between the two students, I typically employ 
percentage agreement to calculate the propor
tion of coding on which the coders agree. I sim
ply divide the number of aggrements by the to
tal number of agreements and disagreements. 
My goal is to achieve a high level of agreement, 
usually 80% or above, although the acceptable 
threshold may vary depending on the project. 
This process, known as inter-coder reliabili
ty, measures the agreement or consistency be
tween two or more coders when independently 
coding the same data (Creswell & Poth, 2018). 
There is a general agreement that achieving in
ter-coder reliability is crucial because it pro
vides an indication of the consistency in coding 
or rating procedures, which, in turn, contrib
utes to the trustworthiness of a study's findings. 
It is important to recognize that achieving per
fect inter-coder reliability is rare, and some lev
el of discrepancy or variability is to be expected. 

Why do I generate initial code and hire two 
students to do the same thing, and why, once 
the coding frame is developed, do I ask stu
dents to separately count the occurrence of ini
tial codes? I do this to mitigate researcher's bias, 
which refers to the influence of the researcher's 
personal beliefs, values, attitudes, or expecta
tions on the design, implementation, and inter
pretation of a research study (Saldana, 2011). 
It occurs when researchers unconsciously or 

c_onsciou:ly may count data in a way that con
firms their preconceived beliefs or desired out
comes, overlooking alternative explanations or 
contradictory evidence. This can lead to a one
sided understanding of the topic, subjective in
terpretations and biased conclusions. To me, 
counting initial codes demonstrates where the 
possibility of the researcher's bias can enter; 
thus, I allow students to do this task. Since a 
student can miss counting, I use two of them 
separately to do the counting. My simple logic 
is that when two students independently arrive 
at the same data count, it instills confidence in 
the analysis. It demonstrates the meticulous ef
forts taken to ensure the credibility of the anal
ysis. However, I actively participate in generat
ing initial codes alongside students to ensure 
that the nuances and key elements of the data 
are accurately captured. This way, I maintain 
control over the quality and comprehensive
ness of the coding process, especially when 
dealing with students who may have a limited 
understanding of the subject matter. I believe 
this contributes to the rigor and accuracy of the 
qualitative research. 

In cases where hiring independent coders 
is not feasible, which is often the case for grad
uate students working on their dissertations or 
researchers with limited financial resources, it 
becomes imperative for the researcher to active
ly work to minimize their bias or influence on 
the coding process. It is worth noting that a sig
nificant proportion of qualitative data is coded 
by a single coder (Cambell et al., 2013). Quali
tative researchers have proposed various steps 
to substantiate the credibility of the coding pro
cess (Bauer & Gaskell, 2007). When I have not 
had support from the NSF, I have personally 
conducted the coding of my data. I have allo
cated some time, recoded the same data, and 
then compared the two sets of codes. 

Initial codes serve as building blocks for the 
development of themes or concepts-abstract 
representations of events, objects, or actions 
that are deemed significant within the data (see 
Babchuk, 2019). For example, in my project on 
return migration of faculty to India (Sabharw
al & Varma, 2012-2015), I directly asked return
ees to identify the primary reasons for mov
ing back to India. The initial coding process by 
graduate students resulted in the following 21 
initial codes, which are noted under (i) total 
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responses, i.e., multiple reasons given to return, 
and (ii) primary response, i.e., the main reason 
given to return: 

l. Attractive job opportunities in India
(total n = 16, primary n = 13)
2. Ample internal resources to support
research in India than in the U.S. (total
n = 9, primary n = 7)
3. High competition to obtain research
grants in the U.S. than in India (total n
= 12, primary n = 8)
4. Support for basic research in India
than in the U.S. (total n = 9, prima
ry n = 6)
5. Better job security in India than in
the U.S. (total n = 7, primary n = 5)
6. No relationship between research
productivity and time to obtain tenure
in India (total n = 5, primary n = 0)
7. Access to better students in India
than in the U.S. (total n = 3, prima
ry n = O)
8. Emphasis on being good teachers in
India than in the U.S. (total n = 3, pri
mary = 0)
9. Problems with getting permanent
residency in the U.S. (total n = 17, pri
mary= 13)
10. Delay in processing immigration pa
per in the U.S. (total n = 14, primary
n = 6)
11. Spouse could not get a job due to
dependent visa status in the U.S. (total
n = 4, primary = 0)
12. Difficulty bringing immediate fam
ily members to the U.S. due to tempo
rary visa (total n = 3, primary n = 0)
13. Always wanted to come back to In
dia (total n = 7, primary n = 5)
14. Cultural/social association with In
dia (total n = 6, primary n = 3)
15. Preference to raise children in India
(total n = 4, primary n = 3)
16. Inability of spouse to adjust in the
U.S. (total n = 2, primary - 0)
17. Preference for the Indian education
system (total n = 2, primary n = 0)
18. Obligations to care for aging/ailing
family members (total n = 13, prima
ry n = 9)
19. To be with extended family (total n

= 2, primary n = 0)
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20. Desire to contribute back to India
(total n = 6, primary n = 3)
21. Love for India (total n = 3, prima
ry = 2)

After the initial coding, I move on to the next 
crucial step: identifying themes and concepts 
within my data. This stage involves a more re
fined and systematic approach to data analy
sis, with the aim of uncovering commonalities, 
similarities, and recurring patterns. While the 
initial coding is relatively loose and rapid, this 
subsequent step delves deeper into the analy
sis of the initially coded data to discern patterns 
and progress toward the development of final 
concepts and theories. At this stage, the objec
tive is to streamline the coding process by re
ducing the number of codes generated during 
the initial phase. It also involves decisions on 
how to categorize these pre-existing codes ef
fectively. I handle this task myself, grouping to
gether initial codes that exhibit similarities or 
appear related to the same overarching themes 
and concepts. I do not involve students in this 
level of coding because they may not be familiar 
with my theoretical commitments to the proj
ect. As an example, the 21 codes mentioned 
above were conceptualized into the following 
five themes or concepts (Sabharwal & Varma, 
2017): 
1. Better Career Prospects in India: this cat

egory combined codes indicating that
Indian institutions offer better oppor
tunities for scientists and engineers
to secure internal and external fund
ing; faculty have more freedom to pur
sue curiosity-driven research; there is 
less pressure to achieve tenure quickly; 
there is a weaker relationship between 
research productivity and the time re
quired to achieve tenure; excellence 
in teaching is valued; institutions pro
vide robust support for students; there 
is flexibility in the timeline to establish 
a record for advancing from assistant 
professor to associate professor; and 
job security is guaranteed. 

2. Immigration Problems in the U.S.: this
category merged codes showing return
ees feeling like second-class citizens in
the United States due to lengthy im
migration processing times; spouses
without work visas face challenges in
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joining the U.S. workforce; and diffi
culties in sponsoring immediate family 
members for visit to the country. 

3. Indian Cultural Identity: this catego
ry joined codes that reflected an affin
ity for Indian culture and lifestyle; be
lief that India is a true representation of
returnees' identities; the importance of
raising their children within an Indian
cultural framework; and spouses' pref
erence for Indian over American soci
ety due to their heritage.

4. Family Reunification: this category put
together codes related to returnees'
concerns for aging or ailing parents in
India; the desire of their family in In
dia for them to return; and the impor
tance of socializing with extended fam
ily members.

5. Indian patriotism: this category com
bined codes which expressed a strong
sense of Indian nationalism among re
turnees; consideration of the stay in
the United States as temporary; and al
truistic intentions to give back to their
homeland.

The above example shows that initial codes as
sisted in breaking the data into smaller, more 
manageable units. Concepts helped in simplify
ing complex information and identifying recur
ring themes and patterns. They made it easier 
to convey to others the essence of the data and 
the insights gained from the analysis. 

Employing Tools for Qualitative 
Data Analysis 

Since the 1980s, researchers have utilized 
various qualitative data analysis tools to orga
nize, process, and analyze data. These tools 
have continuously improved and offer a range 
of functionalities. On one end, software pro
grams enable users to tag and highlight im
portant aspects of their research. On the other 
end, advanced software tools leverage artificial 
intelligence to expedite tasks such as tagging, 
analyzing, and visualizing data. The range of 
qualitative data analysis software tools provide 
features for coding, categorizing, and retrieving 
qualitative data. They enable researchers to es
tablish hierarchies of codes, link codes to spe
cific data segments, and generate reports or vi
sual representations of the data organization. 

Several popular qualitative data analysis 
software options include ATLAS.ti, Dedoose, 
MAXQDA, MonkeyLearn, NVivo, QDA Min
er, Quirkos, and Taguette. Because each such 
tool has its own strengths and weaknesses, re
searchers should select the one that best suits 
their needs. Personally, I have used various ver
sions of NVivo as it suits my work with smaller 
data sets. Despite utilizing NVivo, I continue to 
analyze data manually (see Creswell & Guetter
man, 2019), as the elaboration on the coding 
scheme in the "Coding Qualitative Data" sec
tion exemplified. I believe manual coding pro
vides in-depth understanding of the data. Often, 
I use a combination of both, manual and NVivo 
to make the most of qualitative data analysis. 

Presenting Qualitative Data 

Presenting qualitative data requires care
ful organization and clear communication to ef
fectively convey the findings (Saldana, 2011). I 
begin by clearly identifying the purpose of my 
presentation, whether to provide a comprehen
sive overview of the data or to focus on specif
ic themes. To enhance understanding and en
gagement, I select appropriate visual aids that 
complement my qualitative data. Common op
tions include charts, tables, diagrams, or im
ages that visually represent the information I 
am presenting. For key findings, I highlight the 
most significant and interesting insights from 
my qualitative analysis by using direct quotes, 
anecdotes, or compelling examples to illustrate 
my points and ensure they represent the data. 
I enure that concepts or patterns are support
ed by multiple but diverse interview excerpts 
that demonstrate consistency and strengthen 
the overall argument. I additionally select pas
sages from multiple participants to show they 
come from a diverse group of people. I incorpo
rate both numbers and interview quotes to add 
confidence in the findings. By following these 
strategies, I strive to effectively present qualita
tive data and facilitate a comprehensive under
standing of the research presentation. 

In reporting qualitative data, I present find
ings in a ranked order by assigning a priority 
to different concepts based on their prevalence 
in the dataset. This method of organizing and 
prioritizing concepts identifies the most im
portant themes or patterns within the data. I 
rank concepts based on the frequency of oc
currence (i.e., how often a concept appears in 
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responses, i.e., multiple reasons given to return, 
and (ii) primary response, i.e., the main reason 
given to return: 

l. Attractive job opportunities in India
(total n = 16, primary n = 13)
2. Ample internal resources to support
research in India than in the U.S. (total
n = 9, primary n = 7)
3. High competition to obtain research
grants in the U.S. than in India (total n
= 12, primary n = 8)
4. Support for basic research in India
than in the U.S. (total n = 9, prima
ry n = 6)
5. Better job security in India than in
the U.S. (total n = 7, primary n = 5)
6. No relationship between research
productivity and time to obtain tenure
in India (total n = 5, primary n = 0)
7. Access to better students in India
than in the U.S. (total n = 3, prima
ry n = O)
8. Emphasis on being good teachers in
India than in the U.S. (total n = 3, pri
mary = 0)
9. Problems with getting permanent
residency in the U.S. (total n = 17, pri
mary= 13)
10. Delay in processing immigration pa
per in the U.S. (total n = 14, primary
n = 6)
11. Spouse could not get a job due to
dependent visa status in the U.S. (total
n = 4, primary = 0)
12. Difficulty bringing immediate fam
ily members to the U.S. due to tempo
rary visa (total n = 3, primary n = 0)
13. Always wanted to come back to In
dia (total n = 7, primary n = 5)
14. Cultural/social association with In
dia (total n = 6, primary n = 3)
15. Preference to raise children in India
(total n = 4, primary n = 3)
16. Inability of spouse to adjust in the
U.S. (total n = 2, primary - 0)
17. Preference for the Indian education
system (total n = 2, primary n = 0)
18. Obligations to care for aging/ailing
family members (total n = 13, prima
ry n = 9)
19. To be with extended family (total n

= 2, primary n = 0)
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20. Desire to contribute back to India
(total n = 6, primary n = 3)
21. Love for India (total n = 3, prima
ry = 2)

After the initial coding, I move on to the next 
crucial step: identifying themes and concepts 
within my data. This stage involves a more re
fined and systematic approach to data analy
sis, with the aim of uncovering commonalities, 
similarities, and recurring patterns. While the 
initial coding is relatively loose and rapid, this 
subsequent step delves deeper into the analy
sis of the initially coded data to discern patterns 
and progress toward the development of final 
concepts and theories. At this stage, the objec
tive is to streamline the coding process by re
ducing the number of codes generated during 
the initial phase. It also involves decisions on 
how to categorize these pre-existing codes ef
fectively. I handle this task myself, grouping to
gether initial codes that exhibit similarities or 
appear related to the same overarching themes 
and concepts. I do not involve students in this 
level of coding because they may not be familiar 
with my theoretical commitments to the proj
ect. As an example, the 21 codes mentioned 
above were conceptualized into the following 
five themes or concepts (Sabharwal & Varma, 
2017): 
1. Better Career Prospects in India: this cat

egory combined codes indicating that
Indian institutions offer better oppor
tunities for scientists and engineers
to secure internal and external fund
ing; faculty have more freedom to pur
sue curiosity-driven research; there is 
less pressure to achieve tenure quickly; 
there is a weaker relationship between 
research productivity and the time re
quired to achieve tenure; excellence 
in teaching is valued; institutions pro
vide robust support for students; there 
is flexibility in the timeline to establish 
a record for advancing from assistant 
professor to associate professor; and 
job security is guaranteed. 

2. Immigration Problems in the U.S.: this
category merged codes showing return
ees feeling like second-class citizens in
the United States due to lengthy im
migration processing times; spouses
without work visas face challenges in
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joining the U.S. workforce; and diffi
culties in sponsoring immediate family 
members for visit to the country. 

3. Indian Cultural Identity: this catego
ry joined codes that reflected an affin
ity for Indian culture and lifestyle; be
lief that India is a true representation of
returnees' identities; the importance of
raising their children within an Indian
cultural framework; and spouses' pref
erence for Indian over American soci
ety due to their heritage.

4. Family Reunification: this category put
together codes related to returnees'
concerns for aging or ailing parents in
India; the desire of their family in In
dia for them to return; and the impor
tance of socializing with extended fam
ily members.

5. Indian patriotism: this category com
bined codes which expressed a strong
sense of Indian nationalism among re
turnees; consideration of the stay in
the United States as temporary; and al
truistic intentions to give back to their
homeland.

The above example shows that initial codes as
sisted in breaking the data into smaller, more 
manageable units. Concepts helped in simplify
ing complex information and identifying recur
ring themes and patterns. They made it easier 
to convey to others the essence of the data and 
the insights gained from the analysis. 

Employing Tools for Qualitative 
Data Analysis 

Since the 1980s, researchers have utilized 
various qualitative data analysis tools to orga
nize, process, and analyze data. These tools 
have continuously improved and offer a range 
of functionalities. On one end, software pro
grams enable users to tag and highlight im
portant aspects of their research. On the other 
end, advanced software tools leverage artificial 
intelligence to expedite tasks such as tagging, 
analyzing, and visualizing data. The range of 
qualitative data analysis software tools provide 
features for coding, categorizing, and retrieving 
qualitative data. They enable researchers to es
tablish hierarchies of codes, link codes to spe
cific data segments, and generate reports or vi
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Several popular qualitative data analysis 
software options include ATLAS.ti, Dedoose, 
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their needs. Personally, I have used various ver
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man, 2019), as the elaboration on the coding 
scheme in the "Coding Qualitative Data" sec
tion exemplified. I believe manual coding pro
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I use a combination of both, manual and NVivo 
to make the most of qualitative data analysis. 

Presenting Qualitative Data 

Presenting qualitative data requires care
ful organization and clear communication to ef
fectively convey the findings (Saldana, 2011). I 
begin by clearly identifying the purpose of my 
presentation, whether to provide a comprehen
sive overview of the data or to focus on specif
ic themes. To enhance understanding and en
gagement, I select appropriate visual aids that 
complement my qualitative data. Common op
tions include charts, tables, diagrams, or im
ages that visually represent the information I 
am presenting. For key findings, I highlight the 
most significant and interesting insights from 
my qualitative analysis by using direct quotes, 
anecdotes, or compelling examples to illustrate 
my points and ensure they represent the data. 
I enure that concepts or patterns are support
ed by multiple but diverse interview excerpts 
that demonstrate consistency and strengthen 
the overall argument. I additionally select pas
sages from multiple participants to show they 
come from a diverse group of people. I incorpo
rate both numbers and interview quotes to add 
confidence in the findings. By following these 
strategies, I strive to effectively present qualita
tive data and facilitate a comprehensive under
standing of the research presentation. 

In reporting qualitative data, I present find
ings in a ranked order by assigning a priority 
to different concepts based on their prevalence 
in the dataset. This method of organizing and 
prioritizing concepts identifies the most im
portant themes or patterns within the data. I 
rank concepts based on the frequency of oc
currence (i.e., how often a concept appears in 
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the dataset). This process often results in a hi
erarchical structure whereby I present concepts 
from most to least prevalent. I elaborate con
cepts through interview excerpts. The examples 
in the following five subsections illustrate dis
cussion of findings from my published papers. 

Example 1: Defining Concepts 

To establish a common understanding 
among readers and clarify the criteria used for 
categorizing responses, explicitly defining con
cepts is of utmost importance, even if those def
initions seem obvious. In a study examining 
participants' engagement in international col
laboration, my co-author and I classified the 
participants' responses into four distinct cate
gories to provide readers with a framework for 
understanding how we counted and categorized 
responses, as the following excerpt from Varma 
and Sabharwal (2018) indicates: 

(i) yes, included statements that con
veyed returnees were involved in at
least one international collaborative
project at the time of the interview; (ii)
past, included declarations that showed
current returnees were not involved in
an international collaborative project,
but had been in at least one prior to the
interview; (iii) no, included sentences
that suggested returnees were neither
engaged in an international collabora
tive project at the time of the interview
nor had any plan to do so in the near
future; and (iv) future, included records
that transmitted returnees were not en
gaged in an international collaborative
project, but had the desire to do so in
the near future. (p. 598)

The preceding example highlights the impor
tance of clearly defining and categorizing data, 
even for seemingly simple categories like "yes" 
and "no." This practice ensures transparency 
and makes it easier for readers to understand 
how researchers have organized and classified 
findings. Clear and precise definitions and cat
egorizations are essential for effectively report
ing data analysis in qualitative research. 

VARMA 

Example 2: Combining Numerical 
Evidence and Quoted Excerpts Within 
a Paragraph 

To exemplify combining interview excerpts 
and numerical evidence in support of my find
ings, I draw upon my (Varma, 2021) study in 
which 40 Indian scientists and engineers shared 
their perspectives on the similarities and differ
ences in work culture between themselves and 
their American counterparts: 

An overwhelming majority of inter
viewees (87.5%), however, noted sig
nificant cultural differences with their 
American colleagues in the workplace. 
As one interviewee generalized, "I view 
America as a nomadic place where peo
ple come from all over the world. They 
bring their own style, which makes 
things rather interesting, or I should 
say rich." Similarly, another declared, 
"Culture affects how you work, how 
you relate to people, what you think 
about, how you think about work, and 
the impact you have." This interviewee 
generalized, "Most of the work here is 
rather a high level in terms of technol
ogy, but it has some basic social ingre
dients." (p. 4) 

In this example, I interwove qualitative data in 
the form of interview excerpts with a quantita
tive percentage. The interview excerpts revealed 
a particular trend which the numerical evidence 
supported, adding trustworthiness to the quali
tative insights. 

Example 3: Presenting Numerical 
Evidence and Interview Excerpts in 
Separate Paragraphs 

I often adopt a structure by which I pres
ent numerical evidence and interview excerpts 
in separate paragraphs. This approach al
lows clear distinction between the quantitative 
and qualitative aspects of the findings. For in
stance, in Varma (2007), I had asked comput
er science and computer engineering (CS/CE) 
students to describe the typical culture within 
their program. First, I provided the numerical 
results pertaining to the students' responses, 
and then followed that with relevant interview 
excerpts to elaborate on their experiences and 
perceptions. In addition, I made sure to include 
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diverse quotes from 150 participants (15 white 
male and 15 white female; 15 black male and 15 
black female; 15 Hispanic male and 15 Hispanic 
female; 15 Asian male and 15 Asian female; and 
15 Native American male and 15 Native Ameri
can female): 

On the question of describing typi
cal culture within their program, al
most half of the interviewees (51 % fe
male and 45 % male) believed there is 
a stereotypical computer culture most
ly consisting of geeks, nerds, and/ 
or hackers (which are substantially 
overlapping). In general, more whites 
( 60 % ) , blacks, (SO%) and Hispanics 
(47%) than American Indians (43%) 
and Asians (40%) identified CS/CE as 
a geek culture. Among females, more 
whites (73%) and blacks (60%) iden
tified computing as a geek culture than 
American Indians ( 4 7 % ) , Hispanics 
(40%), and Asians (33%). 

A large majority of interviewees believed in 
the prevalence of geek culture. They pointed 
out that all CS/CE students know of geek val
ues even if they do not possess them. An Asian 
female generalized typical CS/CE students as 
'Someone with glasses, a geek, whatever'. 'Usu
ally just a bunch of weirdoes' , said a white fe
male: A Hispanic female alleged that 'They are
hackmg on some sort of program until like three 
in the morning'. An American Indian female be
lieved they are 'nerdy-type people ... who teach 
themselves all computer stuff'. Several inter
viewees added lack of social relations or in
terpersonal communication skills such as they 
'do not have a life other than school' ; 'don't 
party t�at much'; 'don' t have a girlfriend they 
complam about' ; and 'buy the cheapest clothes 
so they can buy more computer stuff'. (pp. 
365-366) 

This example illustrates presentation of nu
merical evidence and interview excerpts in sep
ar�te paragraphs to maintain clarity and sepa
rat10n between the quantitative and qualitative 
aspects of the findings. This clear distinction 
helps_ readers easily understand and navigate 
the different types of data and findings present
ed in the research. 

Example 4: Incorporating Interview 
Excerpts in Tables With Descriptive 
Statistics in Text 

Often in presenting qualitative data, I incor
porate i_nterview excerpts within the text, while
presentmg descriptive statistics in tables. How
ever, in some instances, I have reversed this or
der to better suit the study's objectives. In the 
Varma (2010) case of focusing on early exposure 
to computers in India among female students in 
CS/CE, I inverted the approach. The article fea
tured a table displaying the interview excerpts 
rel�ted t? the participants' computer exposure, 
while I mterwove descriptive statistics within 
t�e main body of the text, providing further in
sights and context to their experiences: 

Few_ students (5 out of 60) reported 
havmg a computer in their home as a 
child; if a computer was brought into 
the home, it was when they were in the 
secondary schools (high school con
sisting of 9th to 10th grades, and' inter
mediate college, consisting of 11th to 
12th grades). A little over half of the 
students (32 out of 60) had personal ac
cess to a computer, either in their high 
school years (15 out of 60) or in their 
intermediate college years (17 out of 
60). The remaining 23 students had no 
access until they went to a university. 
(Table 2; p. 260) 
Reversing the order, as Example 4 has 

shown, is a flexible and strategic approach that 
demonstrates adapting the presentation format 
to best serve the specific needs of the study. 

Example 5: Summarizing Findings in 
a Paragraph Followed by a Series of 
Interview Excerpts 

In some of my earlier papers, I adopted a 
style in which I summarized the findings in a 
brief paragraph, followed by supporting it with 
a series of interview excerpts. However, I now 
advise against this approach as it may present 
several problems. First, quotes lack the neces
sary context for readers to understand their rel
evance to the research question and their place 
within the broader thematic framework. Sec
ond, absence of an analytic narrative may leave 
readers to interpret the quotes on their own, 
which may in turn lead to misinterpretation or 
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the dataset). This process often results in a hi
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from most to least prevalent. I elaborate con
cepts through interview excerpts. The examples 
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participants' engagement in international col
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understanding how we counted and categorized 
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(i) yes, included statements that con
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past, included declarations that showed
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an international collaborative project,
but had been in at least one prior to the
interview; (iii) no, included sentences
that suggested returnees were neither
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nor had any plan to do so in the near
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that transmitted returnees were not en
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their perspectives on the similarities and differ
ences in work culture between themselves and 
their American counterparts: 
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viewees (87.5%), however, noted sig
nificant cultural differences with their 
American colleagues in the workplace. 
As one interviewee generalized, "I view 
America as a nomadic place where peo
ple come from all over the world. They 
bring their own style, which makes 
things rather interesting, or I should 
say rich." Similarly, another declared, 
"Culture affects how you work, how 
you relate to people, what you think 
about, how you think about work, and 
the impact you have." This interviewee 
generalized, "Most of the work here is 
rather a high level in terms of technol
ogy, but it has some basic social ingre
dients." (p. 4) 

In this example, I interwove qualitative data in 
the form of interview excerpts with a quantita
tive percentage. The interview excerpts revealed 
a particular trend which the numerical evidence 
supported, adding trustworthiness to the quali
tative insights. 

Example 3: Presenting Numerical 
Evidence and Interview Excerpts in 
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I often adopt a structure by which I pres
ent numerical evidence and interview excerpts 
in separate paragraphs. This approach al
lows clear distinction between the quantitative 
and qualitative aspects of the findings. For in
stance, in Varma (2007), I had asked comput
er science and computer engineering (CS/CE) 
students to describe the typical culture within 
their program. First, I provided the numerical 
results pertaining to the students' responses, 
and then followed that with relevant interview 
excerpts to elaborate on their experiences and 
perceptions. In addition, I made sure to include 

QUALITATIVE DATA ANALYSIS: NSF PROPOSALS 217 

diverse quotes from 150 participants (15 white 
male and 15 white female; 15 black male and 15 
black female; 15 Hispanic male and 15 Hispanic 
female; 15 Asian male and 15 Asian female; and 
15 Native American male and 15 Native Ameri
can female): 

On the question of describing typi
cal culture within their program, al
most half of the interviewees (51 % fe
male and 45 % male) believed there is 
a stereotypical computer culture most
ly consisting of geeks, nerds, and/ 
or hackers (which are substantially 
overlapping). In general, more whites 
( 60 % ) , blacks, (SO%) and Hispanics 
(47%) than American Indians (43%) 
and Asians (40%) identified CS/CE as 
a geek culture. Among females, more 
whites (73%) and blacks (60%) iden
tified computing as a geek culture than 
American Indians ( 4 7 % ) , Hispanics 
(40%), and Asians (33%). 

A large majority of interviewees believed in 
the prevalence of geek culture. They pointed 
out that all CS/CE students know of geek val
ues even if they do not possess them. An Asian 
female generalized typical CS/CE students as 
'Someone with glasses, a geek, whatever'. 'Usu
ally just a bunch of weirdoes' , said a white fe
male: A Hispanic female alleged that 'They are
hackmg on some sort of program until like three 
in the morning'. An American Indian female be
lieved they are 'nerdy-type people ... who teach 
themselves all computer stuff'. Several inter
viewees added lack of social relations or in
terpersonal communication skills such as they 
'do not have a life other than school' ; 'don't 
party t�at much'; 'don' t have a girlfriend they 
complam about' ; and 'buy the cheapest clothes 
so they can buy more computer stuff'. (pp. 
365-366) 

This example illustrates presentation of nu
merical evidence and interview excerpts in sep
ar�te paragraphs to maintain clarity and sepa
rat10n between the quantitative and qualitative 
aspects of the findings. This clear distinction 
helps_ readers easily understand and navigate 
the different types of data and findings present
ed in the research. 

Example 4: Incorporating Interview 
Excerpts in Tables With Descriptive 
Statistics in Text 

Often in presenting qualitative data, I incor
porate i_nterview excerpts within the text, while
presentmg descriptive statistics in tables. How
ever, in some instances, I have reversed this or
der to better suit the study's objectives. In the 
Varma (2010) case of focusing on early exposure 
to computers in India among female students in 
CS/CE, I inverted the approach. The article fea
tured a table displaying the interview excerpts 
rel�ted t? the participants' computer exposure, 
while I mterwove descriptive statistics within 
t�e main body of the text, providing further in
sights and context to their experiences: 

Few_ students (5 out of 60) reported 
havmg a computer in their home as a 
child; if a computer was brought into 
the home, it was when they were in the 
secondary schools (high school con
sisting of 9th to 10th grades, and' inter
mediate college, consisting of 11th to 
12th grades). A little over half of the 
students (32 out of 60) had personal ac
cess to a computer, either in their high 
school years (15 out of 60) or in their 
intermediate college years (17 out of 
60). The remaining 23 students had no 
access until they went to a university. 
(Table 2; p. 260) 
Reversing the order, as Example 4 has 

shown, is a flexible and strategic approach that 
demonstrates adapting the presentation format 
to best serve the specific needs of the study. 

Example 5: Summarizing Findings in 
a Paragraph Followed by a Series of 
Interview Excerpts 

In some of my earlier papers, I adopted a 
style in which I summarized the findings in a 
brief paragraph, followed by supporting it with 
a series of interview excerpts. However, I now 
advise against this approach as it may present 
several problems. First, quotes lack the neces
sary context for readers to understand their rel
evance to the research question and their place 
within the broader thematic framework. Sec
ond, absence of an analytic narrative may leave 
readers to interpret the quotes on their own, 
which may in turn lead to misinterpretation or 
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Table 2 

Exposure to Computers at Home (Reproduced with Permission from Begell House, Varma, 2010, p. 260)

Subjects from Comments

Top national 
institute 

"When I was in the 9th or 10th grade, my parents bought a computer. But I did not work with 
it a lot because school kept me busy. If I used it, it was at a very minimal level." 

"My dad had a computer in his office, but not at home. There was no computer at home 
while I was growing up." 

Regional well
known institute 

"No ma 'am. I did not have a computer at home. I used to go to the cybercafe to do 
assignments, projects, and search for things." 

"My father used a computer for his office work. But it was out of my reach. But it created 
more curiosity in me." 

"When I was in the 7th or 8th [grade], one of my close relatives bought a computer, and we

Historically Muslim used to go to his place to play on it or watch movies."
university 

"No one in my family knew about computers to have one at home." 

"No. I got a computer in the 2nd year of my B-tech. Since my mother and father are working,

Predominantly Sikh they have computers in their offices. So they did not need one at home. When I joined a

university course for computer languages, my teacher just advised me to get one. And we got a 

computer a year back." 

"My father bought an old computer when I was in the 9th [grade]. But I did not do anything 
complicated on a computer, just played games." 

confusion. Third, analytic narrative allows re
searchers to connect the quotes to the research 
objectives, theories, or prior findings, which is 
vital for understanding the implications of the 
research. Fourth, the absence of an analytic nar
rative may reduce the credibility of the research. 
It may leave readers questioning the rigor of the 
analysis. As an example, consider the follow
ing presentation of early socialization bias from 
Varma (2002), which I no longer recommend 
(pp. 277-278): 

The following interview excerpts show 
that the under-representation of wom
en in IT-related fields at the undergrad
uate level is at least in part inherited 
from the bias in early socialization both 
at home and in. the school system. 
Well, I guess machines, programming, 
things like that, came naturally to me. 
I have been mechanically inclined.. . I 
was always very interested in comput
ers. But, in the last few years, I became 
intensely interested in them ( white 

male student). 
In my junior high, we had a computer 
room. The only reason that you could 
go into that computer room was if you 

were taking a computer class. They had 

started some remedial training... When 

I asked my teacher for the computer 

class, he simply said that class will not 
be good for me because it was on pro

gramming ( white female student). 

My counsellor had advised me to do ac

counting. When I asked him about engi

neering, he simply said that he was try

ing to place me on a career path where 

I would be successful (Native American 

female student). 

I got interested in computers because I 
made a bet with my dad. He told me 

that I could not do computer science, 

and I told him I could (Hispanic female 
student). 

My parents were keen on me studying 

computer science because it is so grow

ing right now. If you don't know com
puters, that means you are way behind 

(Asian female student). 

The example above has shown that, while 
quotes valuably provide direct evidence from 
participants, they are most effective when pre
sented within the context of a coherent and well
structured analytic narrative. Such a narrative 
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would guide readers through the quotations 
highlight key points, and ensure the credibilit; 
and impact of the research. 

Conclusion 

Textbooks on research methods often pres
�nt methodologies in abstract forms, aim
mg to teach novice scholars about qualitative 
data analysis. While they define concepts and 
provide examples they often remain detached 
from hands-on activities. These books typical
ly lack demonstrations of how to analyze data, 
even when they offer a roadmap for introduc
ing emerging researchers to the analysis process 
(Lester et al., 2020). As a result, emerging re
searchers may develop only a superficial under
standing of qualitative data analysis and strug
gle when applying these skills to their research 
projects. This limited exposure to real-world ex
amples of qualitative data analysis may lead 
emerging researchers to prioritize memoriza
tion and theory over the development of critical 
evaluation skills. To address this issue, it is es
sential that te�ching scholars provide emerging 
researchers with concrete and practical exam
pl�s that illustrate the implementation of quali
tative data analysis activities. 

In this paper, my objective has been to 
aid emer?in? researchers in comprehending 
how qualitative data analysis may be execut
�d in pra�tical scenarios, thereby promoting ac
tive learnmg. Rather than creating fictitious ex
a�ples, I have drawn upon instances from my 
diverse research projects. This approach has 
offered the advantage of real-life examples, ex
posing emerging researchers to genuine chal
lenges in data analysis. Furthermore, the re
search projects I selected have received support 
from the NSF and their findings have been 
pu�lished_ i? _ peer-reviewed journals, affirming
their cred1b1hty through external validation and 
review. 

In summary, qualitative analysis is a valu
able phase of research that offers profound in
sights into human experiences and phenomena. 
However, it is not without limitations and criti
cisms (Aguinis & Solarino, 2019; Rocco, 2010). 
Challenges in qualitative data analysis may arise 
from various factors, impacting the trustworthi
ness and credibility of the findings. Addressing 
these issues requires researchers to adopt sys
tei:natic approaches to qualitative data analysis. 
Without such measures, researchers employing 

qualitative research may inadvertently contrib
ute to substantiating criticisms made in some 
quarters of quantitative researchers. 
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started some remedial training... When 

I asked my teacher for the computer 

class, he simply said that class will not 
be good for me because it was on pro

gramming ( white female student). 

My counsellor had advised me to do ac

counting. When I asked him about engi

neering, he simply said that he was try

ing to place me on a career path where 

I would be successful (Native American 

female student). 

I got interested in computers because I 
made a bet with my dad. He told me 

that I could not do computer science, 

and I told him I could (Hispanic female 
student). 

My parents were keen on me studying 

computer science because it is so grow

ing right now. If you don't know com
puters, that means you are way behind 

(Asian female student). 

The example above has shown that, while 
quotes valuably provide direct evidence from 
participants, they are most effective when pre
sented within the context of a coherent and well
structured analytic narrative. Such a narrative 
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would guide readers through the quotations 
highlight key points, and ensure the credibilit; 
and impact of the research. 

Conclusion 

Textbooks on research methods often pres
�nt methodologies in abstract forms, aim
mg to teach novice scholars about qualitative 
data analysis. While they define concepts and 
provide examples they often remain detached 
from hands-on activities. These books typical
ly lack demonstrations of how to analyze data, 
even when they offer a roadmap for introduc
ing emerging researchers to the analysis process 
(Lester et al., 2020). As a result, emerging re
searchers may develop only a superficial under
standing of qualitative data analysis and strug
gle when applying these skills to their research 
projects. This limited exposure to real-world ex
amples of qualitative data analysis may lead 
emerging researchers to prioritize memoriza
tion and theory over the development of critical 
evaluation skills. To address this issue, it is es
sential that te�ching scholars provide emerging 
researchers with concrete and practical exam
pl�s that illustrate the implementation of quali
tative data analysis activities. 

In this paper, my objective has been to 
aid emer?in? researchers in comprehending 
how qualitative data analysis may be execut
�d in pra�tical scenarios, thereby promoting ac
tive learnmg. Rather than creating fictitious ex
a�ples, I have drawn upon instances from my 
diverse research projects. This approach has 
offered the advantage of real-life examples, ex
posing emerging researchers to genuine chal
lenges in data analysis. Furthermore, the re
search projects I selected have received support 
from the NSF and their findings have been 
pu�lished_ i? _ peer-reviewed journals, affirming
their cred1b1hty through external validation and 
review. 

In summary, qualitative analysis is a valu
able phase of research that offers profound in
sights into human experiences and phenomena. 
However, it is not without limitations and criti
cisms (Aguinis & Solarino, 2019; Rocco, 2010). 
Challenges in qualitative data analysis may arise 
from various factors, impacting the trustworthi
ness and credibility of the findings. Addressing 
these issues requires researchers to adopt sys
tei:natic approaches to qualitative data analysis. 
Without such measures, researchers employing 

qualitative research may inadvertently contrib
ute to substantiating criticisms made in some 
quarters of quantitative researchers. 
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