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The biogeographic expansion of modern humans out of Africa
began �50,000 years ago. This expansion resulted in the coloni-
zation of most of the land area and habitats throughout the globe
and in the replacement of preexisting hominid species. However,
such rapid population growth and geographic spread is somewhat
unexpected for a large primate with a slow, density-dependent life
history. Here, we suggest a mechanism for these outcomes by
modifying a simple density-dependent population model to allow
varying levels of intraspecific competition for finite resources.
Reducing intraspecific competition increases carrying capacities,
growth rates, and stability, including persistence times and speed
of recovery from perturbations. Our model suggests that the
energetic benefits of cooperation in modern humans may have
outweighed the slow rate of human population growth, effec-
tively ensuring that once modern humans colonized a region
long-term population persistence was near inevitable. Our model
also provides insight into the interplay of structural complexity and
stability in social species.

density dependence � hunter–gatherers � intraspecific competition �
population ecology � range expansion

Appoximately 50,000 years ago, modern human populations
expanded out of Africa and spread rapidly across the

majority of the earth’s land surface, colonizing all continents
except Antarctica by the end of the late Pleistocene, reaching
most major archipelagoes and even the most remote Pacific
islands by the late Holocene (1–5). This global geographic range
expansion involved both the successful colonization of previ-
ously unoccupied regions (i.e., Australia, the Americas, and
Polynesia) and the replacement of archaic hominid species in
Africa and Eurasia (6). Further, both archaeological (7–9) and
genetic (10–17) evidence suggests that human populations es-
tablished themselves quickly in newly colonized regions and grew
rapidly, leading to near-continuous spread and persistence
across all colonized continents, except in some parts of northern
Eurasia, for example, where localized range contractions may
have occurred during the late glacial maximum (18, 19). The
ability of modern human populations to colonize, compete, and
persist in such diverse environments demonstrates a remarkable
invasive ability.

Life history theory suggests that the ability to colonize new
habitat, replace competing species, and persist in the face of
environmental perturbations is related to the speed of repro-
duction: Invasive species tend to have fast life histories that allow
high rates of population growth (20). However, although humans
have higher fertility rates than our nearest living relatives, the
anthropoid apes, we resemble other primates in having slow life
histories for a mammal of our body size (21, 22). Human life
histories are characterized by developmental and reproductive
trade-offs, resulting in long life spans, extended parental care
and juvenile dependency, male provisioning of females and their
offspring, reduced interbirth intervals, and additional contribu-
tions from postreproductive individuals, all traits that are mark-
edly different from related primate species (23, 24). Addition-

ally, several traits of hunter–gatherers, including adult body
sizes, life histories (25, 26), size of social networks (27), and space
use (28), are density dependent. The combination of relatively
slow reproductive rates and density-dependent population reg-
ulation is an unusual reproductive ecology for such a successful
invasive species.

Here, we ask how a species with this type of life history and
ecology was able to expand to successfully colonize the majority
of the planet over a period of only �50,000 years. We suggest
that the capacity for advanced cooperation and sociality in
modern humans led to increased regional carrying capacities,
thus stabilizing populations. We take a macroecological per-
spective to this aspect of human ecology, by examining large-
scale statistical variation in human–ecosystem interactions in a
global sample of ethnographic hunter–gatherer cultures. In
particular, we explore the interactive effects of cooperation and
stability on hunter–gatherer population dynamics by examining
the theoretical implications of spatial scaling and density depen-
dence on equilibrium population sizes and growth rates.

Population Dynamics and Spatial Scaling
We begin with the logistic model of density-dependent popula-
tion growth, which describes the dynamics of a population
limited by finite resources;

dN� t�
dt

� r0N� t� � �N� t�2, [1]

where r0 is the intrinsic rate of population increase, N(t) is
population size at time t, � � r0/K is the intraspecific competition
coefficient, and K is equilibrium abundance, often termed the
carrying capacity. Eq. 1 demonstrates that density-dependent
growth is an exponential growth term, r0N, discounted by the
strength of density dependence, ��N2, which is determined by
intraspecific competition, N2 � N � N, mediated by the com-
petition coefficient �. Eq. 1 has the well-known solution N(t) �
K/(1 � c1e�rt), where c1 � (K/N0) � 1. In this model, a population
grows from some initial size N0 toward the carrying capacity, K,
following a sigmoidal growth trajectory determined by the
density-dependent growth rate r(t) � (1/N)dN/dt � r0 � �N.
Importantly, the carrying capacity, K, is the equilibrium number
of individuals that a local environment can sustain and is
therefore determined by the interplay among individual require-
ments, availability of resources in the environment, and the
capacity to access and use these resources.

We now consider the resource requirements of a population
and the space required by that population to meet those de-
mands. The energy that an individual requires to meet somatic
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maintenance demands is determined by the metabolic rate, BS �
b0m3/4, where b0 is a taxon- and mass-specific normalization
constant and m is body size in kilograms. In a growing popula-
tion, the total individual metabolic demand, B, is the sum of
maintenance and reproductive requirements, B � BS � BR,
where BR � pBS(1/N)dN/dt, or the proportion p of somatic
demand BS required to fuel individual reproduction r(t). If the
home range H (in km2) of an organism is simply the area required
to meet metabolic demand, then H � B/R, where R is the
resource supply rate per unit area (in W/km2) (28), which is the
ratio of the available energy per unit area and the time required
to access that energy (29). A full expression of the individual
home range required by an individual to meet growth, mainte-
nance, reproductive, and material requirements is then

H� t� �
BS � pBSr� t�

R
. [2]

Because Eq. 2 includes a population growth term, individual
home range requirements will change with the population
growth rate. However, because per-capita growth rates are slow
for mammals of our body size (rmax � 0.04, or 4% in humans),
the increased area required for a reproductive individual is
negligible, and so we make the simplifying assumption that
individual home range requirements are approximately constant
with respect to the population growth rate and write H(t) � H0.
Then, the total area, or territory, A, that a population of size N
requires to meet the summed energy requirements of all indi-
viduals should be A(t) � �i�1

N H0. More generally

A� t� � H0N� t��, [3]

where � is a scaling exponent that captures the change in space
use with respect to population size (Fig. 1). Dividing both sides
of Eq. 3 by population size, N, shows that mean space per
individual is given by A(t)/N(t) � D�1 � H0N(t)��1, or inverse
population density. Holding all else constant, if � 	 1, then
territory size A increases faster than population size N, and so
per-capita space use increases with population size as D�1 	 H0.
For � 
 1, N increases faster than A, such that per-capita space
use decreases with population size, D�1 
 H0, and if � � 1, then
N and A are isometric, A is simply the linear sum of individual
space requirements, and D�1 � H0. Then, for � 
 1, the area per
individual is less than home range requirements because in-
traspecific cooperation increases with size and home ranges
increasingly overlap as population size increases (30). Whereas,
for � 	 1, the area per individual is greater than individual home
range requirements because intraspecific competition increases
with population size (Fig. 1).

In a recent article, using a global dataset of 339 populations
from a wide diversity of environments (31), Hamilton et al. (28)
showed that the scaling coefficient � for hunter–gatherer pop-
ulations was significantly 
1 and close to 3/4. We suggested that
this sublinear scaling revealed an important economy of scale in
hunter–gatherer populations, where per-capita space use de-
creases with increasing population size as A/N � N��1 � N�1/4,
and that resource supply rates increase as R � N1/4. In general,
per-capita space use for hunter–gatherers is less than individual
home range requirements (i.e., D�1 
 H0). However, from Eq.
2, we can see two alternatives that may cause per-capita space use
to decrease with increasing population size. First, if adult body
sizes were strongly negatively density dependent, then individual
somatic metabolic demand, BS, would decrease with population

Fig. 1. Five alternative models of spatial scaling depending on the value of the scaling exponent, �. (1) Linear scaling, where territory size, A(t), scales linearly
with N(t). The null hypothesis is shown as a dashed line in the plots on the right. (2) Superlinear scaling of A(t) and N(t), where although individual home ranges,
H0(t), remain constant, A(t) increases superlinearly because of buffer zones between each individual. (3) Superlinear scaling where A(t) increases faster than N(t)
because of increasing home range sizes, H0(t), with N(t). (4) Sublinear scaling where N(t) increases faster than A(t) because of the increasing overlap of H0(t) as
populations increase. (5) Sublinear scaling caused by decreasing H0(t) with increasing N(t).
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size, because reduced body sizes would require less space to fuel
the reduced demand. Indeed, Walker and Hamilton (25) showed
that after controlling for the effects of latitude on hunter–

gatherer body size there is an approximately one-eighth decrease
in mean adult female body mass with an order of magnitude
change in population density, or a decrease of �5 kg between
population densities of 0.1 and 1 km�2. To control for density-
dependent variation in adult body size, we used data from
Walker and Hamilton (25) to estimate adult body size for each
population as a function of latitude (m̂ � 0.28 � latitude � 41.10,
r � 0.73, df � 29) and calculated population mass Nm̂, which was
then regressed against territory size, A. Results show that the
scaling of A � (Nm̂)� (ordinary least squares, � � 0.72 � 0.13,
r2 � 0.26, P 
 0.001) does not differ significantly from A � N�

(ordinary least squares, � � 0.70 � 0.13, r2 � 0.24, P 
 0.001),
indicating that the reduction in per-capita space use is not simply
a function of density-dependent adult body sizes (Fig. 2 Top).

Second, if more productive environments supported larger
hunter–gatherer populations, then � 
 1 would result from the
hidden effects of variation in environmental productivity across
the sample. If this were the case, then controlling territory size
for environmental productivity should yield a linear scaling of
corrected territory size and population size. To test whether
more productive environments support larger hunter–gatherer
populations, we used estimates of the net primary production
(NPP; in g/cm3) within each territory size. First, we regressed
both population size, N, and territory size, A, on NPP. Results
show (Fig. 2 Middle and Bottom) that population size is statis-
tically invariant to NPP, with only �2% of the variation in
population size explained by ecosystem productivity, whereas
�15% of the variation in territory sizes is explained by NPP.
Therefore, although population densities are higher in more
productive environments, population sizes are approximately
constant in size, and the size of the territory varies with
ecosystem productivity. Second, a general linear model of
NPP-corrected territory size as a function of population size by
ecosystem type indicates that after controlling for ecological
variation in energy availability larger populations indeed use less
space per capita than smaller populations (Table 1).

We now consider the implications of this spatial scaling on
carrying capacities. We can rearrange Eq. 3 to obtain an
expression for population size, N � (A/H)1/�. Further, because
the 339 populations in our sample are, on average, nongrowing
(27), we can write

N � K� � � A
H�

1
�
, [4]

giving an explicit definition of a carrying capacity, K�, as the
ability of the population, N, to fill space, A, given individual
space requirements, H0, and spatial organization, �. Note that
when � � 1 Eq. 4 gives the linear expectation of carrying
capacity, K � A/H. Moreover, Eq. 4 demonstrates how equilib-
rium abundance is influenced heavily by �.

To consider these implications for hunter–gatherer popula-
tion dynamics, we note that Eq. 1 implicitly assumes that � � 1.
We relax this by substituting Eq. 4 into Eq. 1, yielding

Fig. 2. Bivariate plots of regression models mentioned in the text. Solid lines
in all panels are fitted least-squares regression models, and dashed lines are
95% prediction intervals. (Top) Log–log plot of territory size and population
mass. Note that the prediction intervals provide reasonable fits to the upper
and lower bounds of the overall scaling relation. (Middle) Semilog plot of log
population size and net primary production. (Bottom) Semilog plot of log
territory size and net primary production. See text for details.

Table 1. ANOVA table results and coefficients of net-primary-production-corrected territory size and population size by ecosystem
type

Source df
Sequential sums

of squares
Adjusted sums

of squares
Adjusted mean

squares F P Term Coefficient SE coefficient T P

log N 1 37.68 33.85 33.84 112.43 0.000 Constant �2.03 0.20 �10.09 0.000
Ecology type 6 36.48 4.32 0.72 2.39 0.028 log N 0.72 0.07 10.60 0.000
Ecology type � log N 6 2.99 2.99 0.49 1.66 0.131
Error 325 97.84 97.84 0.30
Total 338 174.98

R2 � 0.44; R2(adjusted) � 0.42.
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dN� t�
dt

� r0N� t� � � r0/� A� t�
H� t�

� 1⁄��N� t�2. [5]

Eq. 5 now has the solution N(t) � (A/H0)1/�/(1 � c2e�rt), where
c2 � [(A/H0)1/�/N0] � 1. Note that Eq. 5 reduces to exponential
growth when � � 0 and Eq. 1 when � � 1, demonstrating
explicitly how long-term population growth trajectories are
affected by intraspecific competition for space. Dividing both
sides of Eq. 5 by N gives the per-capita population growth rate
(1/N)dN/dt � r(t) � r0 � ��N(t), where �� � r0/(A/H)1/�.
Therefore, whereas reducing � increases the effective carrying
capacity, the population growth rate r(t) also increases as � 
 1
reduces the intraspecific competition coefficient (Fig. 3), which
has the effect of reducing the per-capita strength of density
dependence.

Population Expansions and Stability
We can now consider the effects of these dynamics on population
expansions by spatially extending Eq. 5

�N� t�
� t

� r0N� t�� 1 � N� t� /� A� t�
H� t�

� 1⁄���D2N�t�, [6]

where D is the diffusion constant, determined by individual
lifetime mobility, and 2 is the Laplacian operator, representing

the diffusion of the population through two-dimensional space
as it grows in size through time. The solution to Eq. 6 produces
traveling waves of colonists radiating out from a point of origin,
moving at a velocity of v � �2r0D across the landscape. Because
the velocity v of the wave front is independent of carrying
capacity K, reducing � has no effect on the speed of colonization.
However, perhaps more importantly, � 
 1 results in relatively
faster population growth behind the wave front at a rate r(t) �
r0[1 � N(t)/(A/H0)1/�] due to the diminished effects of density
dependence and the increased carrying capacity. This has im-
portant implications for the stability of initial colonizing popu-
lations. The leading edge of a colonizing wave is the most
demographically unstable part of the colonizing population
because of low abundance and density and so is particularly
susceptible to environmental perturbations and demographic
stochasticity. However, if the population growth rate behind the
wave front is rapid, then the population’s susceptibility to
demographic stochasticity diminishes quickly as sampling effects
rapidly become negligible with increasing N. Therefore, al-
though the reduced effects of spatial competition may not
necessarily affect the velocity of a colonizing population’s wave
front, its probability of successfully colonizing new areas is
greatly enhanced by the positive effects of � 
 1 on both the
population growth rate, r(t), and the carrying capacity, K�.

In nongrowing populations, N(t) � K, stability is often mea-
sured by the persistence time, or the expected time to extinction,
�(N), of a population size N starting from equilibrium, K. The
probability of extinction in a density-dependent population is
finite because the long-term growth rate in a population fluc-
tuating around equilibrium is negative due to the combined
effects of demographic and environmental and stochasticity that
impact all biological populations (32, 33). In general, the mean
time to extinction, �(N), scales exponentially with carrying
capacity, K, so the expected time to extinction of a population at
equilibrium abundance scales as �(K) � eK (32, 34). Therefore,
substituting Eq. 4, we have

��K�� � eK� � e�A
H�

1

�. [7]

Thus, for � 
 1, there is a faster than exponential increase in
population persistence time, demonstrating the significant pay-
offs of intraspecific cooperation to long-term population stabil-
ity. Similarly, we can also consider population stability in terms
of the mean return time to equilibrium, 	(K�), which measures
the speed at which a population recovers from a perturbation
caused by a population crash (i.e., returns to K). Return time to
equilibrium is measured as the reciprocal of the instantaneous
growth rate, 	(K�) � 1/r(t), in a rarefied population of size N(t)
(35, 36). Because r(t) � r0[1 � N(t)/(A/H0

1/�], � 
 1 not only
increases the capacity of the population to rebound after a
perturbation but also increases its ability to invade new space.
Also worth noting here is that later technological and behavioral
innovations in human prehistory that led to the development of
horticulture and agriculture were essentially methods of increas-
ing the resource supply rate per unit area, R. As such, regional
carrying capacities would have increased exponentially, suggest-
ing that the observed increases in population sizes and growth
rates coincident with such technological developments may have
been simply due to increased resource supply rates rather than
changes in fertility, as is often assumed.

Discussion and Conclusions
The model of human ecology we present here explicitly links
energy demand and space use with population dynamics by
demonstrating how intraspecific cooperation (or competition)
for resources affects both equilibrium population sizes and
densities. The effective overlap of home ranges increases re-

Fig. 3. Plots of the density-dependent competition model. (Upper) Density-
dependent population growth under various strengths of �, Eq. 5; parame-
ters: r0 � 0.04, K1 � 500, N0 � 1. When � � 0, population growth is exponential,
and for � � 1, population growth is logistic. (Lower) Isoclines of equilibrium
abundance as a function of �.
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source supply rates per unit area (i.e., R � N1/4) such that the area
of the home range used exclusively by individuals decreases as
population size increases. In terms of foraging theory, resource
supply rates likely increase because of the benefits of cooperative
foraging, such as reduced search costs and increased encounter
rates. These energetic benefits would favor larger group sizes.
Because resources are finite, however, each individual would
convey a decreasing rate of benefit, and group sizes would
approach an equilibrium determined by resource availability
(37). Because resources are both finite and variable through time
and space, large populations could not be supported as a single
functional unit for an indefinite time, favoring the evolution of
fission–fusion population structures, which would allow individ-
uals to maintain the benefits of living in large populations [such
as increased flows of biological and cultural information, en-
hanced innovations rates (38), greater stability, and reduced
territorial defense costs (30)], while allowing for flexible re-
sponses to changing ecological conditions. Such population
structures appear as hierarchical, self-similar social structures
where functional groups are nested within higher-level groups,
and are a seemingly universal structural property of recent
hunter–gatherer populations (27, 39) and other human social
networks (40, 41), and are also evident in the social organization
of other social mammals (42). Further, because the energetic
benefits of larger social groups result in decreased per-capita
space use, then not only do group sizes become larger and
increasingly structured but they also become denser. Indeed,
average hunter–gatherer population sizes are �1,000 individuals
(27, 31), and because A � N3/4, they are predicted to be �5 times
denser and occupy larger areas than a population of solitary
mammals of a similar body size. More generally, within-species
comparisons between populations of solitary and social mam-
mals show that in carnivores the average home range of social
populations is �4- to 5-fold greater in size than those of solitary
individuals, and in ungulates, �15-fold greater (43).

Increases in population sizes have equally important implica-
tions for population growth rates. The benefits of cooperation
decrease the negative effects of density dependence, increasing
per-capita growth rates at any given population size. Note that
the model presented here does not predict increases in the
intrinsic rate of population growth, r0, which would imply higher
rates of offspring production. This is an important distinction
because increased population growth rates can theoretically
decrease population stability by increasing the likelihood of a
population overshooting its carrying capacity, causing popula-
tion crash events, or by increasing population growth rates to the
extent that they approach chaotic dynamics (35). However, our
model predicts neither of these outcomes because the ability of
modern human hunter–gatherers to increase resource extraction
rates and decrease intraspecific competition does not increase
individual fertility per se but simply reduces the strength of
density dependence.

These ecological outcomes would have conveyed consider-
able competitive advantages to modern human populations as
they expanded across the globe and encountered both novel
environmental conditions and competing hominid species.
The ability of modern humans to reduce � below the linear
expectation means that once a region was initially colonized

populations grew rapidly behind the wave front because of the
decreased strength of density dependence, thus greatly reduc-
ing the probability of extinction from stochastic events. How-
ever, this is not to say that human hunter–gatherer populations
were immune to extinction events. Indeed, localized extinction
and recolonization events would not have been uncommon in
prehistory due to catastrophic natural events and likely played
an important role in human evolutionary history (44–47). The
model above suggests, rather, that increased population
sizes would have reduced the frequency of population extinc-
tion caused by stochastic environmental and demographic
variation.

Because archaic hominid species also exhibited advanced
levels of sociality and technological and behavioral sophistica-
tion over other similar-sized mammals, in all likelihood �archaics

 1. Indeed, before the expansion of modern humans, archaic
hominid species had existed continuously throughout southern
Eurasia for millennia (6). However, if �moderns 
 �archaics, then
invading modern human populations would have had a large
competitive advantage over other hominids, resulting in com-
petitive exclusion and ecological replacement. Such increased
abilities of modern humans to use space and increase population
sizes may have resulted from some combination of broader diets,
more flexible material cultures and behaviors, advanced cogni-
tion, more effective hunting technologies and behaviors, and
increased capacities to share and accumulate information among
more individuals and over greater geographic distances. As such,
modern humans may have simply out-competed archaic hominid
species wherever they were encountered and replaced them
locally at rates determined largely by their differential abilities to
access available energy.

Cooperative behaviors, including intergenerational trans-
fers of resources and information, hunting, reproduction, and
group defense, have been well documented in modern hunter–
gatherers (48–50). Because the sublinear scaling coefficient, �,
captures the net effects of these cooperative behaviors in
mitigating intraspecific competition and density-dependent
population regulation, our model framework quantifies their
combined effects on population dynamics. These cooperative
behaviors reduce intraspecific competition and increase pop-
ulation carrying capacities, per-capita growth rates, and sta-
bility. The implication of this model is that the benefits of
cooperation mitigated the density-dependent effects of com-
petition and the inherently slow human life history and played
a major role in the high rates of population growth and
geographic spread as modern humans expanded out of Africa
to colonize the globe over the last 50,000 years. Finally,
because modern human hunter–gatherers form complex social
networks and cooperate to extract and share resources, our
model implies that social complexity increases stability in
human systems, an issue of ongoing debate in ecology (51, 52).
As such, the model presented here also has implications for
space use, cooperation, and stability in other social mammals.
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