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[1] We describe an approach for calibrating a two-dimensional (2-D) flow model of
hyporheic exchange using observations of temperature and pressure to estimate hydraulic
and thermal properties. A longitudinal 2-D heat and flow model was constructed for a riffle-
pool sequence to simulate flow paths and flux rates for variable discharge conditions. A
uniform random sampling approach was used to examine the solution space and identify
optimal values at local and regional scales. We used a regional sensitivity analysis to
examine the effects of parameter correlation and nonuniqueness commonly encountered in
multidimensional modeling. The results from this study demonstrate the ability to estimate
hydraulic and thermal parameters using measurements of temperature and pressure to
simulate exchange and flow paths. Examination of the local parameter space provides the
potential for refinement of zones that are used to represent sediment heterogeneity within
the model. The results indicate vertical hydraulic conductivity was not identifiable solely
using pressure observations; however, a distinct minimum was identified using temperature
observations. The measured temperature and pressure and estimated vertical hydraulic
conductivity values indicate the presence of a discontinuous low-permeability deposit that
limits the vertical penetration of seepage beneath the riffle, whereas there is a much greater
exchange where the low-permeability deposit is absent. Using both temperature and
pressure to constrain the parameter estimation process provides the lowest overall root-
mean-square error as compared to using solely temperature or pressure observations. This
study demonstrates the benefits of combining continuous temperature and pressure for
simulating hyporheic exchange and flow in a riffle-pool sequence.
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1. Introduction
[2] In the hyporheic zone, surface water infiltrates into

the shallow subsurface material forming the channel bed
and banks. This water follows the general down-valley gra-
dient, and then returns to the river [Bencala, 2011]. In rif-
fle-pool sequences with homogenous sediments, it is
commonly understood that river water entering the riverbed
at the head of a riffle returns to the river channel at the tail
of the riffle near the transition to the pool [Vaux 1968;
White, 1993; Winter et al., 1998]. Flow entering the riv-
erbed can transport organic matter, nutrients, and dissolved
oxygen that create environments for biogeochemical proc-
esses. Organic matter built up in sediment interstices,
referred to as colmation, leads to a reduction of pore

volume, consolidation of sediments, and decreased hydrau-
lic conductivity [Brunke and Gonser, 1997; Brunke, 1999;
Packman and Mackay, 2003]. The hyporheic zone has been
shown to play a crucial role in river management and resto-
ration [Boulton, 2007; Boulton et al., 2010], important
environments for benthic invertebrates [Mermillod-Blondin
et al., 2000; Franken et al., 2001; Bowker-Davy et al.,
2006], biochemical reactions [Franken et al., 2001], nutri-
ent cycling and dynamics [Triska et al., 1993; Dahm et al.,
1998], and overall ecosystem health [Valett et al., 1994;
Findlay, 1995; Brunke and Gonser, 1997].

[3] Hyporheic flow paths along a longitudinal direction
have been shown to be strongly influenced by subsurface
heterogeneity, river depth, and river curvature [Vaux,
1968; Harvey and Bencala, 1993; Woessner, 2000; Carde-
nas et al., 2004] and spacing of bed forms [Gooseff et al.,
2006] and morphological features [Kasahara and Wond-
zell, 2003]. In early work, Vaux [1968] describes flow pat-
terns that are either diverted back to the surface or forced
deeper into the riverbed on the basis of varying riverbed to-
pography and sediment heterogeneity. Harvey and Bencala
[1993] showed the importance of lateral exchange in
gaining conditions. Storey et al. [2003] investigated the key
factors in controlling hyporheic exchange and showed
the dependence of longitudinal and lateral gradients in
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controlling hyporheic exchange in a riffle pool sequence.
Cardenas et al. [2004] show the impact of heterogeneity
and boundary pressure effect on the shape and depth of
exchange. The last two examples highlight the importance
of simulating hyporheic exchange at variable temporal and
spatial scales and as complex multidimensional heterogene-
ous systems. Exchange may occur laterally; however, sim-
plifying the model extent to longitudinal 2-D in the thalweg
of the channel helps reduce model complexity in defining
the boundary conditions and estimating model parameters
while simulating exchange along a continuous flow path.

[4] Measuring fluid exchange at the riverbed interface
does pose challenges in large river systems. Kalbus et al.
[2006] describes several methods used in estimating
exchange; however, the heat as a tracer method remains
popular because of the relatively low cost data loggers and
ease of deployment. Since the early applications in ephem-
eral channels, the heat as a tracer method has been shown
to be robust in estimating seepage rates in a variety of river
systems, and now has been widely accepted in perennial
systems in measuring exchange under both gaining and los-
ing conditions (see reviews by Stonestrom and Constantz
[2003], Anderson [2005], and Constantz [2008]). Recent
advances in using heat as a tracer include high-resolution
synoptic mapping [Conant, 2004], thermal imaging
[Loheide and Gorelick, 2006], and deployment of a distrib-
uted temperature sensor [Day-Lewis et al., 2006; Selker
et al., 2006]. Several modeling approaches have been
developed on the basis of application, conceptualization,
and assumptions. Analytical solutions to heat and ground-
water flow [Suzuki, 1960; Stallman, 1963, 1965; Hatch
et al., 2006; Keery et al., 2007] have been used extensively
for estimating seepage rates. However, these methods are
limited to environments with vertical downward flow and
sinusoidal temperature fluctuations [Lautz, 2010; Shana-
field et al., 2011]. Given the assumptions used in analytical
solutions, these equations are applicable for vertical seep-
age, not necessarily hyporheic flow. That is, a hyporheic
flow path does not occur in any single direction, rather
a flow path tends toward the vertical direction near the riv-
erbed interface and tends toward the horizontal direction
beneath the riverbed, such that simulating a flow path
requires a multidimensional model.

[5] In heat as a tracer applications, model calibration is
typically achieved through manual trial and error methods
[Ronan et al., 1998; Bianchin et al., 2010; Stonestrom and
Constantz, 2003] or using automated parameter estimation
techniques [Bartolino and Niswonger, 1999; Niswonger
et al., 2005]. In both approaches, the calibration procedure is
to minimize the differences between observed and simulated
temperatures through adjustments of saturated hydraulic con-
ductivity and thermal conductivity that represent a region or
zone in the model domain. Typically, the simulated and
observed temperatures are compared for the final set of cali-
brated parameters and parameter sensitivity is determined by
manual adjustments to optimal hydraulic conductivity and
calculating a percent deviation in seepage [Bianchin et al.,
2010]. This sensitivity analysis approach does not consider
nonuniqueness and parameter correlation that are typically
found in multidimensional systems.

[6] Improvements in model calibration have been made
by coupling both temperature and pressure to constrain

estimates of hydraulic and thermal properties in evaluating
groundwater discharge to rivers [Doussan et al., 1994, Bar-
tolino and Niswonger, 1999] and in wetland systems
[Bravo et al., 2002]. In a similar coupling approach, solute
data and temperature data has been used to estimate tran-
sient storage parameters in a multiobjective framework
[Neilson et al., 2011]. The use of multiple data types pro-
vides great potential for estimating both hydraulic and ther-
mal parameters in hyporheic zone investigations.

[7] Most applications using heat as a tracer to simulate
exchange have not considered issues related to nonunique-
ness and parameter identifiability. Nonuniqueness can be
important in 2-D and 3-D modeling studies because of a
greater number of sensitive parameters that need to be esti-
mated during calibration. Because of the multidimensional
flow patterns that occur in hyporheic systems, nonunique
solutions in hyporheic flow models could also lead to large
uncertainty in flux estimates. Niswonger and Rupp [2000]
estimated the uncertainty in seepage estimates in an ephem-
eral channel caused by uncertainty in temperature measure-
ments and thermal parameters using a Monte Carlo
approach. Through the introduction of error into tempera-
ture and thermal parameters, they determined the uncer-
tainty in thermal conductivity had a greater impact on
seepage estimates than heat capacity. Ferguson and Bense
[2011] used stochastic generation of hydraulic conductivity
to estimate uncertainty in specific discharge using a one-
dimensional approach. They concluded that in areas with
relatively high specific discharge and low variance in hy-
draulic conductivity, the one dimensional approach can
provide reasonable results. In areas with greater variance in
hydraulic conductivity and specific discharge less than
10�7 m s�1 will result in lateral flow and greater emphasis
in determining the thermal conductivity term [Ferguson
and Bense, 2011]. These conclusions have important impli-
cations for hyporheic investigations where heterogeneity
and layering of riverbed deposits create contrasts in hy-
draulic conductivity, and influence thermal gradients and
flow direction.

[8] The uniform random search (URS) Monte Carlo
approach is applied to estimate hydraulic and thermal pa-
rameters in a two-dimensional (vertical and longitudinal)
heat and flow model of a 100 m section of a riffle-pool
sequence on the Truckee River, Nevada. Our conceptual
model of the subsurface heterogeneity was developed using
observed temperature and pressure data to idealize deposits
into 3 homogenous zones with different ranges in hydraulic
properties. The specific objectives of this work were (1) to
develop a flow model that represents hyporheic exchange
through a riffle-pool sequence on the basis of continuous
temperature and pressure measurements, (2) to evaluate the
sensitivity and identifiability of parameters by visual obser-
vation of the solution space, (3) to determine the variability
in the vertical and horizontal flux rates on the basis of a
subset of the model simulations, and (4) to evaluate the rel-
ative amount of information provided by temperature and
pressure observations. We incorporate principles of model
calibration and sensitivity analysis that are typically used
for rainfall-runoff model applications.

[9] The modeling approach is used to demonstrate the
effectiveness of coupling temperature and pressure meas-
urements to estimate 2-D longitudinal flow through the
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hyporheic zone in a riffle-pool sequence. Furthermore, we
recognize the importance of nonuniqueness as discussed
the literature by the concept of equifinality [Beven, 2006],
where multiple parameter sets can provide reasonable
model results. We incorporate the equifinality concept by
examining 5% of the ‘‘best’’ model simulations on the basis
of both temperature and pressure to provide qualitative and
quantitative examination of the uncertainty in our hypo-
rheic zone modeling. Results are presented according to the
RMSE statistic calculated from (1) a regional objective
function that includes time series of observations from all
observation locations at each zone and (2) a local objective
function that only includes time series of observations from
a single location. These two objective functions are further
divided for further evaluation of model parameters given
(1) temperature, (2) pressure, or (3) a combination of both
temperature and pressure observations.

2. Site Description
[10] The Truckee River drains from a basin area of 8000

km2 and encompasses the Sierra Nevada and the Basin and
Range physiographic provinces. The river flows over a dis-
tance of approximately 184 km from Lake Tahoe to where
it terminates at Pyramid Lake (Figure 1a). The study site is
located on the lower Truckee River at Little Nixon, located
8 km from the mouth of Pyramid Lake. The precipitation in
the Truckee River Basin mainly occurs as snowfall in the
higher elevations and reaches the river as runoff or flow
through the subsurface.

[11] The riffle-pool sequence at the study area is approxi-
mately 20 m wide at the top of the reach and 15 m in the
lower section. The depth of flow ranged between 0.20 m in
the riffle and 1.3 m in the pool. The discharge at this loca-
tion is largely controlled by reservoirs and agricultural
diversions. The mean monthly flow ranges between 4.81
and 34.55 m3 s�1 at the USGS gauge 4.5 km upriver of the
study area (USGS 10351700 Truckee RV NR Nixon NV).
The bed material consists of medium size cobbles and grav-
els in the riffle and coarse sands to fine silts in the pool
area. During low-flow conditions, the right side of the river
is very shallow and an alcove of slow moving water forms

near P10 and P12 (Figure 1b). The study area was selected
because of an up-river point source of nutrients (i.e., a
wastewater treatment plant), presence of benthic algae, and
its remote location. During periods of low flow, plant respi-
ration and decaying plant material cause incidences of low
dissolved oxygen that poses a threat to aquatic ecosystems
in the region.

3. Methodology
3.1. Installation and Data Collection

[12] The study area was divided into 6 transects and
instrumented with 16 in-river piezometers, and 4 shallow
riparian monitoring wells positioned along the riffle-
pool sequence. The piezometers were installed to an ap-
proximate depth of 1 m beneath the riverbed and were
placed perpendicular and parallel to the active channel
(Figure 1b). The riverbed topography, river bank and moni-
toring points were surveyed and referenced to a local con-
trol point. The piezometers were constructed of 2.54 cm
interior diameter schedule 80 PVC with a 20 cm screened
interval starting from 10 cm from the bottom. The monitor-
ing wells were installed within 5 m of the active channel
and had screen lengths of 1.5 m. Piezometers were installed
by driving a pilot hole using a 3.8 cm diameter metal rod.
The rod was extracted by spinning the rod loose using a
long pipe wrench for leverage. A 1.27 cm diameter galvan-
ized rod was inserted into the piezometer capped with a
Teflon drive tip. To assist with driving force, the top of the
metal rod was equipped with a bolt and washers allowing
the rod to fit snugly at the top of the piezometer. A posthole
driver was used to drive the piezometer to the desired
depth, or until refusal.

[13] Seven additional nested minipiezometers (Rapid
Creek Research, Boise Idaho) were installed to a depth of
20, 50, 100, and 150 cm below ground surface (bgs) at the
riffle head and mid pool locations (NP1–NP7; Figure 1b).
The minipiezometers are constructed of stainless steel
tubes 0.635 cm diameter with a 3.2 cm welded collar at the
top and a drive point welded at the bottom. There were
small perforations with a 0.79 mm diameter spaced for
10 cm along the side of the piezometers. The last perforation

Figure 1. (a) The Truckee River watershed and (b) riffle-pool study area (39.801058�, �119.345166�)
showing piezometers (P1–P16), shallow riparian monitoring wells (MW1–MW4), minipiezometers
(NP1–NP7), and the longitudinal transect, represented by the dashed line.

W01538 NARANJO ET AL.: USE OF MULTIOBJECTIVES IN HYPORHEIC EXCHANGE W01538

3 of 16



was 5 cm from the bottom. The minipiezometers were
driven into the riverbed to the desired depth using a
sledgehammer.

[14] The monitoring points were equipped with a verti-
cal array of water tight Ibuttons temperature loggers
called iBTags (Alpha Mach, Inc.) with an accuracy of
61.0�C and a resolution of 0.125�C. Individual calibra-
tion was used to correct and improve the accuracy to
60.25�C. The iBtags were attached to a stainless steel
wire and placed at two depths, 20 and 50 cm below the
riverbed surface. The pressure and temperature near or at
100 cm below ground surface was measured using pres-
sure transducers that were compensated using local baro-
metric pressure measurements.

[15] Continuous stage was recorded along a longitudinal
transect at P2, P5, and P15 (Figure 1b) using pressure trans-
ducers installed inside 10 cm PVC stilling wells attached to
fence posts. Data was measured at 20 min intervals. The
piezometers and monitoring wells were sealed with vented
caps to prevent surface water from entering during high
flows.

[16] Relative water levels between the river and piezom-
eters were used to characterize upwelling and downwelling
zones. The vertical hydraulic gradient was calculated:
VHG ¼ Dh/Dz, where Dh is the difference in head between
the level in the piezometer and level of the riverbed surface
and Dz is the depth from the riverbed surface to the mid-
point of the screen [Dahm et al., 2006]. The direction of
flow is indicated by the sign of the VHG, where negative
values are downwelling zones.

[17] Hydraulic conductivity was estimated using falling
head tests for comparison to hydraulic conductivity esti-
mated by the URS approach. Hydraulic conductivity was
calculated from three repeat falling head tests. For each
test, 1 L of river water was poured into the piezometer. Hy-
draulic conductivity was calculated using the Bower and
Rice [1976] method [Halford and Kuniansky, 2002].

[18] Elevations of the river water surface, water levels in
the piezometers and streambed temperatures were meas-
ured continuously at 20 min intervals from February–May
2009. Manual periodic water level (monthly to biweekly)
measurements in minipiezometers were made from June
2008 to May 2009 using a depth sounder. Surface water
levels were converted to pressure head at the riverbed sur-
face and piezometer water levels were converted to pres-
sure head at the midpoint of the screened interval for use in
the VS2DH model. Pressure heads will be referred to as
simply ‘‘pressure’’ for the remainder of this paper.

3.2. Model Description

[19] The USGS variably saturated two-dimensional hy-
draulic model VS2DH [Healy, 1990; Healy and Ronan,
1996; Hsieh et al., 2000] was used to simulate heat and
water flow in the hyporheic zone beneath the river.
VS2DH, is a two-dimensional (2-D) finite difference model
that simulates heat and water flow in variably saturated
sediments [Healy and Ronan, 1996]. Heat transport is
simulated using the advection-dispersion equation and the
flow of water is described by the Richards’ equation. Model
implementation and postprocessing was performed using
MATLAB scripts. A 165 m longitudinal cross section
along the direction of river flow was used to represent 2-D

exchange through the riffle-pool sequence. Along this flow
path, river and riverbed temperatures, river stage, and
piezometer pressures were monitored continuously from
February–May 2009. The model was constructed using
hourly time series data from 20 March to 5 May 2009
allowing for an initially stable flow and weather conditions.

[20] Measurements of river temperature and pressure
were used to define the variable head and temperature
boundary condition along the top of the model domain
(Figure 1b). At each surveyed point along the longitudinal
transect, the slope of the river surface was linearly interpo-
lated across the longitudinal profile on the basis of continu-
ous stage measurements located at P2, P5, and P14. The
pressure along the riffle-pool sequence was then calculated
from the slope of the water surface and the elevation of the
riverbed from the topographic survey. The left (up-gradient)
and right (down-gradient) side boundary conditions were
assumed to have a vertical gradient in the range of the nested
piezometers (�0.01 m m�1). The placement of the side
boundaries were positioned at distal locations to avoid
boundary condition effects at internal points in the model,
and changes in the head boundaries had only minor effects
on pressures in the area of interest. The lower and tempera-
ture pressure boundary conditions were linearly interpolated
from the side boundary conditions. The grid dimensions
were set at uniform spacing with a 0.10 m length in the verti-
cal direction and 3.0 m length in the horizontal direction.

3.3. Parameter Estimation and Sensitivity Analysis

[21] Estimation of hydraulic parameters required by the
model is typically achieved through calibration or obtained
from literature sources [Stonestrom and Blasch, 2003]. Hy-
draulic conductivity is typically the sole parameter that is
adjusted to achieve the ‘‘best’’ match between measured and
simulated temperatures and water levels. In this study, a uni-
form random sampling (URS) approach [Duan et al., 1992;
Beven and Freer, 2001; Wagener et. al., 2001; Wagener
and Kollat, 2007] was used estimate hydraulic (vertical and
horizontal conductivity) and thermal parameters (thermal
conductivity and heat capacity) on the basis of qualitative
and quantitative examination of the solution space.

[22] Implementation of the URS method requires the
user to specify a region of the parameter space that is con-
sidered feasible for a given site on the basis of prior knowl-
edge, such as proxy data or literature values. The upper and
lower bounds of the parameter space are then sampled from
a uniform probability distribution through Monte Carlo
methods. Prior knowledge, in this case separate evaluation
of pressure and temperature gradients, suggests that the
vertical hydraulic conductivity decreases with depth at the
study site. This is likely due to sorting of coarse grain mate-
rial near the riverbed interface and increased mobility of
sediments at high flows. A reduction of vertical hydraulic
conductivity from the shallow riverbed to deeper deposits
also has been observed in other systems [Song et al., 2007].
On the basis of initial simulations, the upper bound for the
shallow hydraulic conductivity (sKx) was assumed to be
1.0 m h�1 and was also defined as the upper bound for all
three zones. The ranges in hydraulic and thermal values
used in this modeling effort are provided in Table 1. The
large negative VHG (>�1.0) and the shape of the tempera-
ture envelopes suggested limited exchange at depth in the
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riffle locations as a result of a lower-permeability deposit
between the shallow and deep zones, referred to herein as
the low-permeability deposit. This low-permeability deposit
could represent a zone of internal colmation [Brunke, 1999]
or a fine-grained deposit such as a fragipan [Niswonger and
Fogg, 2008]. The deep zone was assumed to be a transition
from highly mobile riverbed deposits to compacted sedimen-
tary deposits with finer-grained material deposited in
downwelling riffle zones (P2–P8; Figure 1a).

[23] Although it was hypothesized that a sharp contrast
in the permeability was present, we assumed no difference
in the upper bound of hydraulic conductivity for the low-
permeability deposit and the deep zone. That is, the URS
method sampled from a range in hydraulic properties for
each of the three zones that did not depend on initial
assumption regarding the permeability. We specified 2
orders of magnitude range in vertical hydraulic conductiv-
ity for the shallow zone and low-permeability zone and 3
orders of magnitude range in the deep zone (Table 1).

[24] Root-mean-square error (RMSE) values were calcu-
lated for each temperature and pressure observation loca-
tion, referred to as a local RMSE. By observing the local
RMSE, variability in optimal parameters for each observa-
tion location can provide information about the scale of
heterogeneity and the variance in hydraulic and thermal
properties. Accordingly, the implementation of the URS
method in this study would allow for testing our hypothesis
regarding the three zone conceptualization and would pro-
vide additional information on the scale of heterogeneity.

[25] One thousand realizations each with different hy-
draulic and thermal parameters were analyzed, and errors
resulting from temperature and pressure estimates were cal-
culated from the root mean square error objective function
written as

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN

t¼1

ð�temp;hp
1 ��temp;hp

2 Þ2
vuut ; (1)

where N is the total number of observations values, �1 is
simulated temperature or pressure, and �2 is observed tem-
perature or pressure. As indicated above, local RMSE was
computed for each observation of temperature and pressure
independently and a regional overall RMSE was computed
by combining all locations of pressure and temperature into a
single objective function. For each simulation, the parameters

and errors were assumed to be independent of each other.
Plotting the model performance (RMSE) against each param-
eter provides a means to determine identifiable parameters,
referred to herein as a ‘‘RMSE scatterplot.’’ Parameters are
identifiable if a distinct minimum in the RMSE is present,
whereas unidentifiable parameters exhibit similar RMSE val-
ues for a range in the parameter values. In VS2DH, horizon-
tal hydraulic conductivity (Kx) and anisotropy (Kz/Kx) are
model inputs, while vertical hydraulic conductivity (Kz) is
calculated by taking the product of the two (Table 1). The
range used for anisotropy (Table 1), reflects the assumption
that Kx is greater than Kz. This assumption was supported by
initial simulated results. The model was allowed to ‘‘warm
up’’ for 124 h period where simulated values were not used
to calculate the objective function.

[26] Parameter sensitivity was determined using a global
method called regional sensitivity analysis (RSA) [Young,
1978; Hornberger and Spear, 1981; Freer et al., 1996;
Wagener et al., 2001]. The method, as modified by Wage-
ner et al. [2001], divides the population of transformed
objective functions into 10 groups of equal size, ranked by
their performance and plotted against the feasible parame-
ter range. Sensitive parameters are identified by large dif-
ferences between the cumulative normalized distributions
(CND) for each group. If the objective function is insensi-
tive to a particular parameter then the CND will have a rel-
atively small slope over the range of the parameter value,
whereas sensitive parameters will have a steep slope
[Wagener et al., 2001]. When used together, the scatter and
RSA plots provide a means to illustrate the identifiability
and evaluation of model parameters and for refinement of
parameter ranges and estimation of model uncertainty
[Wagener et al., 2001; Wagener and Kollat, 2007].

4. Results
4.1. Field Observations

[27] Two major events, with contrasting river tempera-
tures, occurred during the monitoring period on 20 April
2009 (11 m3 s�1) and 3 May 2009 (46 m3 s�1) that resulted
in a doubling and an order-of-magnitude increase in dis-
charge, respectively (Figure 2a). The discharge during the
initial monitoring period was relatively constant with an
average of 5.5 m3 s�1 and a 2.8�C diel temperature varia-
tion (Figure 2a). The discharge event that occurred on 20
April occurred during a period when ambient temperatures

Table 1. Summary of Hydraulic and Thermal Parameter Ranges Used in the VS2DH Modela

Parameter Description Symbol Units

Model Zones

SourceShallow Low Permeability Deep

Saturated horizontal hydraulic conductivity Kx m h�1 0.1–1.0 0.001–0.01 0.01–1.0 Calibration
Anisotropy Kz/Kx 0.1–1.0 0.1–1.0 0.01–0.1 Calibration
Saturated vertical hydraulic conductivity Kz m h�1 0.01–1.0 1 � 10�4 to 0.01 1 � 10�4 to 0.1 Kz ¼ Kx (Kz/Kx)
Porosity � m3 m�3 0.30 0.4 0.30 Niswonger and Prudic [2003]
Longitudinal dispersivity �L m 0.5 0.5 0.5 Niswonger and Prudic [2003]
Transverse dispersivity �T m 0.1 0.1 0.1 Niswonger and Prudic [2003]
Volumetric heat capacity Cs J m�3 �C�1 1.1–2.5 � 106 1.4 � 106 1.1–2.5 � 106 Calibration
Thermal conductivity of saturated sediments Kts W m �C�1 0.5–2.7 1.5 0.5–2.7 Calibration

aParameters in the shallow, low-permeability, and deep zone are noted with prefixes s, lens, and d, respectively.
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were increasing and relatively warmer discharge from the
river infiltrated into a cooler riverbed. The average river
temperature was 10�C during the relatively steady flow that
occurred between 20 March and 14 April. The river tem-
peratures steadily increased from 5.3�C to 17.1�C from 16
to 20 April. The second discharge event on 3 May resulted
in a 3.0�C decrease in river temperature. At this point, the
river began to exhibit a diel temperature variation of 2.8�C
between 6 and 13 May, with an average river temperature
of 10.2�C on 13 May (Figure 2a). During both discharge
events, the river temperature was relatively warmer than
the riverbed.

[28] Temperature envelopes can be used qualitatively to
assess the relative amount of river seepage that penetrates
into the deeper sediment (>1 m beneath the riverbed). Lap-
ham [1989] showed that for downward seepage rates, sea-
sonal temperature envelopes will be broad several meters
beneath a river. Similarly, this concept can be used to look
at diel temperature envelopes. Temperature envelopes
measured beneath the riffle (upriver) sections of the
Truckee River indicate that seepage is impeded above a
depth of 1 m with an extinction depth near 0.20 m
(Figure 2b). These temperature envelopes combined with
the large VHG measured at the shallow and deep piezome-
ters beneath the riffles indicate that there is a low-perme-
ability zone between the shallow and deep observations
beneath the riffles that does not extent beneath the pool
(Figure 2c).

[29] Longitudinal patterns of VHG measured from the
top of the riffle to the end of the pool show the deviation
from downward vertical flow to upward vertical flow

typified by riffle-pool conceptual models (Figure 3a). At
the head of the riffle, locations P1–P6 were predominantly
downwelling with a greater variation in VHG, suggesting a
greater sensitivity to changes in stage. In pool locations
P10–P15, the gradient is near zero with occasional periods
of slightly upward flow (Figure 3a).

[30] The VHG determined from nested wells reveal
greater detail of the complex flow directions in the riverbed
as compared to VHG typically measured between the river
and a single piezometer. The VHGs show the change in
gradient from downward to neutral or horizontal flow in the
NP1–NP4 piezometers located on the head of the riffle
(Figure 3b). VHGs calculated using the river water surface
and the deepest piezometer water levels are much different
than VHGs calculated using the shallow and deep piezome-
ter water levels, illustrating a greater variability in flow
directions beneath the riverbed (Figure 3c). In the pool, the
vertical gradients measured at NP5–NP7 suggest upward
flow (Figure 3d), and significant variability in the VHG
with depth (Figure 3e). The variation in flow direction (pos-
itive or negative VHG) between each nested piezometer

Figure 2. (a) Truckee River temperature (gray line) and
discharge (black line) during the simulation period. Dis-
charge was measured from U.S. Geological Survey gage
10351700, TRUCKEE RV NR NIXON, NV. Vertical tem-
perature envelopes were measured during a 24 h period at
low-flow (5.9 m3 s�1; 29 March 2009) and high-flow (46.5
m3 s�1; 6 May 2009) periods at the nested piezometers
located in the (b) riffle and (c) pool locations.

Figure 3. (a) Vertical hydraulic gradient (VHG) as a
function of location and depth (b, d) below the streambed
referenced from the streambed and (c, e) between nested
piezometers located at head of the riffle and middle of the
pool from periodic measurements (8–9 June). The VHG
measured across each transect (Figure 3a) show upwelling
and downwelling zones as measured from the streambed
surface to the screened interval at each piezometer. The
VHG measurement between piezometers (Figures 3c and
3e) reflect more complex flow patterns because of smaller-
scale heterogeneity as compared to gradients averaged
from the streambed (Figures 3b and 3d). Positive, zero, or
negative VHG suggest the potential flow direction is the
upwelling, horizontal, or downwelling direction, respec-
tively. Scale on horizontal axis was modified to emphasize
measured values.
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confirms the existence of multidirectional flow patterns and
using single depth measurements to infer direction should
be used with caution.

[31] Hydraulic conductivity estimated from falling head
tests (Kslug) of in-river piezometers ranged from 0.003–
2.016 m h�1, with a geometric mean of 0.17 m h�1. At
most locations, the head elevations recovered to equilib-
rium conditions within 5–25 s. Falling head tests were not
performed in nested piezometers because of the inability to
reliably measure head changes.

4.2. Model Calibration and Sensitivity Analysis

[32] Measured temperatures and pressures were used to
calibrate VS2DH on the basis of a conceptual model of the
riffle-pool hyporheic zone that incorporated three distinct
zones with differing hydraulic and thermal properties. The
conceptual model was defined by a shallow zone, a low-
permeability zone, and a deep zone (Figure 4).

[33] Figure 5 shows the results of the model performance
and parameter identifiability on the basis of a regional pres-
sure (PRMSE) and temperature (TRMSE) for all shallow
and deep zones given parameters Kx, Kz, and Kts. The opti-
mal value is shown as a diamond in Figure 5, as determined
by the lowest RMSE. Unique solutions can be determined
visually by evaluating the shape and distribution of the
RMSE scatter points at the optimal solution. As stated
above, parameters are identifiable if a distinct minimum
in the RMSE is present, whereas unidentifiable parameters
exhibit similar RMSE values for a range in the parameter
values. The optimal values for the horizontal hydraulic con-
ductivity sKz (shallow) and dKz (deep) were not identifia-
ble on the basis of pressure (PRMSE) but a distinct
minimum was identified with temperature (TRMSE). The
scatterplots for sKz and dKz given PRMSE revealed similar
results (not shown). For sKz and dKz (PRMSE), sKts and

dKts (TRMSE), the values that resulted in the minimum
RMSE were near the minimum value in the assigned ranges
(Table 1). The sKz, dKz, dKx, parameters were slightly more
identifiable than others with a distinct value corresponding
to a minimal regional objective function (Figure 5).

[34] Figure 6 shows the RSA plots for the same parame-
ters, where the optimal performing group is shown by the
black line. The parameter population is split into 10 groups
of equal size and the cumulative distribution of the parame-
ters in each group is plotted. As shown by the slope of the
CND for each bin, the sensitivity the parameter depends on
its location in the solution space (i.e., the values of other
variable parameters in a simulation). The sensitivity of sKz

and dKz is considerably higher near the minimum range of
the parameters, as defined by values of PRMSE. However,
the sensitivity of sKts is high over the complete range of the
parameter values, as defined by values of TRMSE. Overall,
there are similarities between the identifiability determined
by the RMSE scatterplots in Figure 5 and the sensitivity
determined by visualization the RSA plots.

[35] Evaluation of model performance on the basis of
measured temperatures in the shallow and deep riffle and
pool locations are shown in Figures 7 and 8. For brevity,
only parameters Kx and Kz are shown. The differences
between the individual location (local) RMSE values and
the overall RMSE values are illustrated by the solid circle
and the open diamond, respectively. At P10 (screened at a
depth of 20 cm), the local optimal value of sKx was identi-
fiable (0.24 m h�1), but different than the value determined
by the overall TRMSE (1.0 m h�1). However, the Kx was
less identifiable in the shallow than the deep zone. At other
shallow locations (i.e., P2, P12, and P15), the sKx was dif-
ferent, but not significantly different between the local and
overall RMSE. At all deep locations, the parameters dKx

and dKz are identifiable on the basis of TRMSE but not

Figure 4. Location of model layers, grid, boundaries, and observations for the VS2DH model. Grid
dimensions are 3.0 � 0.10 m, and domain is 160 m in length. Drawing is scaled 1:20, and flow direction
is from east to west. P is the pressure (m), T is temperature (�C), and x and z are distance (m) along the
horizontal and vertical dimensions, respectively.
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identifiable on the basis of PRMSE. As shown in Figure 5,
the vertical and horizontal hydraulic conductivity deter-
mined by PRMSE was not identifiable within the range of
values initially assigned.

[36] Table 2 summarizes the hydraulic and thermal param-
eters for each observation estimated on the basis of the local
RMSE values. The hydraulic conductivity values estimated
by slug tests (Kslug) were in general agreement with values

Figure 5. Scatterplots showing parameter identifiability for the (a) shallow and (b) deep zones pre-
dicted by a regional overall root-mean-square error (RMSE) for pressure (PRMSE) and temperature
(TRMSE). Each scatter point correspond to 1 of 1000 VS2DH simulations. The diamond corresponds to
the optimal value identified by the lowest RMSE. Parameter values near the origin reflect parameter val-
ues estimated at the minimum of the parameter range. Horizontal hydraulic conductivity (Kx), vertical
hydraulic conductivity (Kz), and thermal conductivity (Kts) are shown for the shallow and deep zones,
denoted by prefixes s and d, respectively.

Figure 6. The regional sensitivity analysis plots showing the sensitivity of model parameters plotted
across the feasible parameter range for the (a) shallow and (b) deep zones. The parameters are ranked
according to the objective function, divided into 10 bins of equal size, and normalized so each bin sums
to unity, and the cumulative distribution for each bin is plotted versus the parameter value. The black
line corresponds to the bin of the parameters with the best performing model simulations. Parameter sen-
sitivity can be assessed by the spread between each of the 10 bins and the slope of the distribution.
Higher spread in each of the bins and a steep slope correspond to higher sensitivity. Horizontal hydraulic
conductivity (Kx), vertical hydraulic conductivity (Kz), and thermal conductivity (Kts) are shown for the
shallow and deep zones, denoted by prefixes s and d, respectively.
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Figure 7. Scatterplots of model performance at the (a) riffle (P2–P8) and (b) pool (P10–P15) locations
in the shallow zone. Each scatter point corresponds to 1 of 1000 VS2DH simulations. The solid circle
corresponds to the parameter value with the lowest local RMSE, whereas the diamond corresponds to
the parameter value given the regional RMSE. Parameter values near the origin reflect parameter values
estimated at the minimum of the parameter range. (top) Shallow horizontal hydraulic conductivity (sKx)
and (middle) vertical hydraulic conductivity (sKz) determined by temperature RMSE (TRMSE), respec-
tively. (bottom) The shallow vertical hydraulic conductivity (sKz) determined by pressure RMSE
(PRMSE) shown for comparison to TRMSE in Figure 7 (middle).

Figure 8. Scatterplots of model performance at (a) riffle (P2–P8) and (b) pool locations (P10–15) in
the deep zone. Each scatter point corresponds to 1 of 1000 VS2DH simulations. The solid circle corre-
sponds to the parameter value with the lowest local RMSE, whereas the diamond corresponds to the pa-
rameter value given the regional RMSE. Parameter values near zero reflect parameter values estimated
at the minimum of the parameter range. (top) Deep horizontal hydraulic conductivity (dKx) and (middle)
vertical hydraulic conductivity (dKz) determined by temperature RMSE (TRMSE). (bottom) Deep verti-
cal hydraulic conductivity (dKz) determined by pressure RMSE (PRMSE), shown for comparison to
TRMSE in Figure 8 (middle).
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estimated using the RSA approach at the deep locations
(i.e., P8, P10, and P15). The thermal conductivity (Kts) was
lower overall in the shallow zone (0.50 to 1.52 W m�2 �C�1)
than in the deep zone (0.86 to 2.68 W m�2 �C�1). The heat
capacity (Cs) was greater in the deeper zone than in the shal-
low zone.

4.3. Simulated Temperature and Pressure

[37] The URS method provides a means of identifying
the optimal set of parameters according to the overall
RMSE value. Additionally, the top 5% of solutions (i.e.,
parameter sets that result in the lowest 5% RMSE values)
provides a means of evaluating the uncertainty of model
simulations. Figure 9 shows the observed and simulated
temperatures for shallow and deep locations. Overall, there
is close agreement between observed and simulated tem-
peratures for the top 5% RMSE solutions; with approxi-
mately 1.0�C bias at locations P5 20 cm and P8 20 cm. The
model tends to over estimate the diel oscillations at shallow
pool location P15 20 cm, suggesting there is heterogeneity
at this location that is not included in the model. However,
inclusion of additional heterogeneity likely would result

in less identifiable parameters, which expresses the subtle
balance between accuracy and uniqueness. The model cap-
tures the long-term thermal signal in the deep observations.
Figure 10 shows the observed and simulated pressures. The
model simulated a greater variation of pressures in the riffle
locations than in the pools because of the low-permeability
zone between the shallow and deeper zones. Generally, the
observed pressure behavior mimicked the behavior of the
river stage. The model captured the thermal and pressure
behavior indicated by the agreement between the observed
and simulated results (Figures 9 and 10).

4.4. Simulated Flux Rates and Flow Paths

[38] Figure 11 shows the simulated vertical flux rates in
the riffle and pool locations. Negative flux in the vertical
direction (qz) represents flow in the upward direction. For
brevity, only the vertical flux rates are shown. The simu-
lated flux in the shallow locations P8 20 cm and P12 30 cm
are in the upward direction. The other locations are pre-
dominantly in the downward direction. The first flow event
(20 April) and second flow (3 May) event occurred during
simulation times 600 and 920 hours, respectively. The

Table 2. Thermal and Hydraulic Parameters Derived From the VS2DH Model for Each Location Along the Riffle-Pool Sequence Based
on Local TRMSEa

Location
Kslug

(m h�1)
sKts

(W m�1 �C�1)
sCs

(J m�1 �C�1)
sKx

(m h�1)
sKz

(m h�1)
dKts

(W m�1 �C�1)
dCs

(J m�1 �C�1)
dKx

(m h�1)
dKz

(m h�1)

P2 0.097 0.90 1.2 � 106 0.70 0.19 1.38 2.4 � 106 0.98 0.05
P5 1.854 0.50 1.3 � 106 0.99 0.10 2.68 2.0 � 106 0.37 0.04
P8 0.272 1.52 1.2 � 106 0.98 0.51 1.55 2.3 � 106 0.25 0.01
P10 0.310 0.51 1.3 � 106 0.29 0.03 2.42 1.2 � 106 0.26 0.02
P12 0.003 0.55 1.3 � 106 0.83 0.08 2.44 2.5 � 106 0.07 0.01
P15 0.468 0.50 1.3 � 106 0.83 0.08 0.86 2.0 � 106 0.45 0.01

aPrefixes s and d represent shallow and deep locations, respectively. Subscripts x and z represent horizontal and vertical discretization, respectively.
Hydraulic conductivity was estimated by slug test (Kslug). TRMSE, root-mean-square error for temperature.

Figure 9. Observed (black line) and simulated streambed temperatures showing all realizations (dark
gray shading) and the ‘‘best’’ 5% (light gray shading) based on overall RMSE at the (a) riffle (P2–P8)
and (b) pool (P10–P15) (top) shallow and (bottom) deep zone locations. The simulation period is from
20 March 2009, 13:00 LT, to 15 May 09, 15:00 LT. The first flow event (20 April) and second flow
event (3 May) occurred during simulation times 600 and 920 hours, respectively.
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response of each event on the vertical flux was variable
depending on location and direction of flux. Generally, the
increase in river flow resulted in increases in vertical flux
through the riverbed surface. The simulated flux at location

P10 (shallow and deep) exhibited a slight flow decrease or
suppression of upward flow because of the increased stage
in the river.

[39] Figure 12a shows the simulated vertical flux across
the riverbed interface for both low flow (29 March) and
high flow (6 May). The effect of the low-permeability zone
in the riffle area can be seen by the lower estimated vertical
downward flux (1.0 � 10�4 to 3.0 � 10�4 m h�1). Most of
the exchange in both the upward and downward direction
occurs where the low-permeability zone becomes discon-
tinuous, just upriver of the pools. The 6 May flow event
(flow increased from 5.9 to 46.5 m3 s�1) increased the ver-
tical upward flux just downriver of P10 by an order of mag-
nitude (flux increased from 9.0 � 10�4 to 4.2 � 10�3 m
h�1). At an adjacent downward flow path (near P12), the
flux increased from 1.0 � 10�3 to 3.9 � 10�3 m h�1

because of the 6 May flow event (Figure 12a).
[40] Figure 12b shows the simulated temperatures and

idealized flow patterns for the flow event that occurred on 6
May. The steep thermal gradient and horizontal seepage
caused by the low-permeability zone is clearly identified in
the shallow riffle section of the study area (P2–P8). The
areas with the greatest exchange with the river occur at
short flow paths at the transition from lower riffle to pool
near P8. Downward seepage at the upper section of the rif-
fle near P2 is predominantly downward and horizontal. In
the pool, there is greater exchange with the river because of
relatively short flow paths (Figure 12b). Smaller-scale flow
paths in the pool area appear to have the greatest exchange
with the river in low- and high-flow conditions. Table 3
summarizes the average horizontal and vertical flux rates.

[41] Using temperature and pressure observations to con-
strain the parameter estimation process provides the lowest
overall RMSE as compared to using temperature or pres-
sure observations alone. Table 4 summarizes the ‘‘best’’ pa-
rameter values resulting from the single objective function

Figure 10. Observed (black line) and simulated head
pressure showing all realizations (dark gray shading) and
best 5% (light gray shading) based on the overall RMSE
for the (a) riffle and (b) pool locations. The greater varia-
tion in simulated pressure at the riffle locations is due to
the uniform random search method applied to the low-
permeability zone that does not extend into the pools. The
simulation period is from 20 March 2009, 13:00 LT, to 15
May 2009, 15:00 LT. Pressure was measured near the
screened interval within the deep zone. The first flow event
(20 April) and second flow event (3 May) occurred during
simulation times 600 and 920 hours, respectively.

Figure 11. Simulated vertical and horizontal flux at the (a) riffle and (b) pool locations for the (top)
shallow and (bottom) deep zones. All realizations (dark gray shading) and best 5% (light gray shading)
and 2.5% (green shading) are based on the overall RMSE. Negative flux in the vertical direction repre-
sents flow in the upward direction. The simulation period is from 20 March 2009, 13:00 LT, to 15 May
2009, 15:00 LT. The first flow event (20 April) and second flow event (3 May) occurred during simula-
tion times 06:00 and 09:20 LT, respectively.
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measure for temperature (TRMSE) and pressure (PRMSE)
and combined RMSE. The horizontal and vertical hydraulic
conductivity estimated by temperature and combined tem-
perature and pressure are very similar where as the parame-
ters estimated from pressure alone can be an order of
magnitude lower (sKz, dKz, lens Kz). For the single objec-
tive function (TRMSE and PRMSE), the vertical hydraulic
conductivity for the upper (sKz), low-permeability (lens Kz),
and deep (dKz) zones is 0.22, 0.0019, and 0.018 m h�1,
respectively. Given a single objective function, the parame-
ters set provided by the temperature was in close approxima-
tion to the combined pressure and temperature objective
function.

5. Discussion
[42] The VHG can vary significantly when compared to

vertically integrated measurements. Measurements at the
fine scale (<1.0 m) were able to identify the effects of sub-
surface heterogeneity on flow direction. Although the VHG
data measured along the longitudinal profile confirm earlier
conceptual models of riffle-pool hyporheic flow, more
complex flow patterns emerge at the finer scale through
both measurements and modeling (Figures 3c, 3e, and 12).
These findings are similar to those of Käser et al. [2009],
whose continuous monitoring of VHG indicates nonlinear
behavior with respect to stage at riffle and pool locations,
and by Lautz et al. [2010], who identified smaller-scale het-
erogeneity through modeling that was not evident through
VHG measurements taken at one depth. The VHG data
appeared to confirm conclusions drawn from the tempera-
ture envelops and low diel amplitude temperature signal at
depth; a low-permeability (Kx ¼ 4.0 � 10�3 m h�1; Kz ¼
1.9 � 10�3 m h�1) zone about 0.30 m below the riverbed is
enhancing horizontal flow at the riffle section of the study
site. Therefore, the use of vertically nested temperature and
VHG measurements provides valuable information for
inferring flow direction, assigning hydraulic conductivity
and boundary conditions for heat as a tracer modeling.

[43] The use of continuous temperature and pressure
data provided valuable information for developing a con-
ceptual flow model of the hyporheic zone. We defined the
subsurface heterogeneity on the basis of contrasts in VHG,

Figure 12. (a) Vertical flux across the streambed interface at low flow (5.9 m3 s�1; 29 March 2009,
13:00 LT) and high flow (46.5 m3 s�1; 6 May 2009, 09:15 LT) showing the effect of the low-permeability
deposit, streambed slope, and flow path direction on magnitude of exchange. (b) Simulated streambed
temperatures, idealized flow paths (gray lines), observations (red diamonds), and velocity vectors during
the peak discharge of 46.5 m3 s�1 and temperature of 14.4�C on 6 May 2009. Deep flow path (labeled A),
shallow horizontal flow path (B), and short upwelling flow path (C) in the riffle and pool section are in a
predominantly losing system. The dashed line represents the boundary between upper and lower deposits.

Table 3. Average Horizontal and Vertical Fluxes at the Riffle and
Pool Locationsa

Location sqx (m h�1) sqz (m h�1) dqx (m h�1) dqz (m h�1)

P2 4.9 � 10�3 �3.0 � 10�3 2.1 � 10�3 �1.3 � 10�3

P5 3.9 � 10�3 �2.9 � 10�3 8.2 � 10�3 �5.2 � 10�3

P8 1.3 � 10�2 1.2 � 10�2 6.5 � 10�3 �1.3 � 10�4

P10 5.6 � 10�3 �3.3 � 10�3 9.5 � 10�3 �1.9 � 10�3

P12 1.8 � 10�2 3.1 � 10�3 2.8 � 10�3 �1.9 � 10�4

P15 1.1 � 10�2 �7.3 � 10�3 7.2 � 10�2 �1.0 � 10�3

aPrefixes s and d represent shallow and deep locations, respectively.
Subscripts x and z represent horizontal and vertical discretization, respec-
tively. Negative values of sqz correspond to the downwelling direction.
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pressure and temperature gradients. We tested the concep-
tual model by allowing the hydraulic conductivity to range
across an order of magnitude for the between the shallow,
low-permeability, and deep zones. The optimal hydraulic
and thermal properties of the riverbed were estimated by
examining solution space through the use of single and
multiple objective functions. On the basis of pressure
alone, the shallow hydraulic conductivity was nonunique
(RMSE values that are insensitive to parameter values) and
unidentifiable. Inspection of the RMSE scatterplots for
TRMSE and PRMSE revealed a trade-off between individ-
ual objectives, showing that no single solution existed that
produced the lowest RMSE for all observation locations.
This was expected on the basis of the results of previous
studies that have come to similar conclusions using multi-
objectives [Doussan et al., 1994; Bravo et al., 2002; Neil-
son et al., 2011]. However, the local optimal parameter
values were relatively consistent with the overall optimal
parameter values, indicating that the most influential con-
trols on seepage were represented in the model (Table 2).

[44] Pressures alone did not provide identifiable esti-
mates of hydraulic parameters, as shown by the variability
of error at the optimal solution (Figures 5, 7, and 8). Tem-
perature observations provided greater information than
pressure measurements, allowing for the hydraulic proper-
ties to be more identifiable, as illustrated by the distinct
minimum value of the RMSE. Closer examination of the
normalized parameters for the 5% of the ‘‘best’’ model sim-
ulations determined by temperature, pressure, and the com-
bination of the two are shown in Figure 13a. A zero value
of the normalized parameter indicates the value is equal to
the lower bound of the predefined range. The wide spread
in parameter values indicate the high degree of uncertainty
and equifinality [Beven, 2006]. The model parameters
given by pressure are outside of the 5% ‘‘best’’ solutions.
More pronounced was the inability of pressure to identify
sKz, dKz, lens Kx, and lens Kz. The optimal parameters
were identified at the minimum value for each range. In the
deeper zone, parameters dKz and dKx was more identifia-
ble with unique solutions identified by the scatter of the
RMSE, and an optimal solution.

[45] Incorporating continuous pressure measurements
provided additional constraint on the estimates of vertical
and horizontal hydraulic conductivity. This approach can
be further advanced by using optimization techniques
[Duan et al., 1992; Vrugt et al., 2003] for determining the
optimal values based on compromises or trade-offs in a sin-
gle or multiobjective framework (Figure 13b). The trade-
off between two objective functions is commonly described
as the ‘‘Pareto solutions’’ and in the absence of model and
measurement error, a unique set of parameters that simulta-
neously describes the observed data would be found. It is

important to note, however, that combining pressure and
temperature observations into a single objective function
without closer examination of solution space for each ob-
servation may result in bias in model performance and loss
of information at each observation. Evaluation of the solu-
tion space can help reduce the range of parameters or help
identify heterogeneity in riverbed deposits. The use of pilot
point regularization [Doherty, 2003] to automate the spatial
structure of the hydraulic conductivity field coupled with
calibration might help overcome the subjectivity and chal-
lenge in defining the level of heterogeneity within the
model domain.

[46] The RSA results indicate that the model response
was more sensitive to changes in hydraulic parameters

Table 4. Summary of Hydraulic Conductivity for the Three Zones Estimated From Temperature, Head Pressure, and Combining Tem-
perature and Head Pressure for Single Objective Measures TRMSE, PRMSE, and Regional Overall RMSEa

TRMSE PRMSE Regional Overall RMSE sKx (m h�1) sKz (m h�1) Lens Kx (m h�1) Lens Kz (m h�1) dKx (m h�1) dKz (m h�1)

Temperature 0.72 0.091 1.63 0.47 0.29 0.006 0.0039 0.42 0.026
Pressure 1.61 0.077 2.38 0.18 0.02 0.001 0.0001 0.10 0.001
Combined 0.74 0.083 1.57 0.50 0.22 0.004 0.0019 0.45 0.018

aPRMSE, root-mean-square error for pressure.

Figure 13. (a) Normalized parameter space for parameter
values identified by optimal values for temperature (trian-
gles), pressure (squares), and combining both pressure and
temperature RMSE (black line) among 5% of the best solu-
tions (gray lines) for overall RMSE. Each line represents
one of the parameter sets. Thermal parameters dKts, sKts,
sCs, and dCs determined from pressure are not shown. (b)
Multiobjective plot showing the trade-off between the tem-
perature and pressure RMSE for all model runs. The best
model simulations represented by 5% of the better perform-
ing model simulations ranked by the regional overall
RMSE (black) and the lowest overall pressure and tempera-
ture RMSE are shown.
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when using temperature observations relative to pressure
observations. The model parameters are more sensitive
within the optimal solutions as shown by the steeper slope
of the cumulative normalized distribution for sKz and dKz

for both temperature and pressure. However, for pressure
the optimal sKz is less identifiable. The URS and RSA
results suggest a lower range of values for sKts and dKts

may have been necessary to identify unique parameter val-
ues. The dKts and sKx parameters were not sensitive within
the overall RMSE; however, closer evaluation of the loca-
tion specific RMSE and RSA results revealed a greater sen-
sitivity and identifiability of parameters. Thus, the
application of a multiobjective approach should also
include evaluation of the solution space at each observation
and a subsequent localized sensitivity analysis (RSA). Fur-
ther, examination of local RMSE values provides informa-
tion about how heterogeneity affects flow and heat
transport in the riverbed. If model parameters identified at
the local scale were found to be significantly different from
the regionally inferred parameters, additional zones would
have been used around the observed locations. However,
defining the spatial extent of the additional zone or zones
would be subjective and may result in inducing errors to
other locations within the model domain. Given the region-
ally identified parameters did not significantly differ from
the local scale; we feel the three zone conceptualization
provided a good representation of the heterogeneity for the
study area.

[47] Fine-grained sediment or organic matter deposited
into the riverbed in the downwelling zones may have
resulted in lower-permeability deposits impeding vertical
seepage beneath the river and may be contributing reduc-
tion of thermal conductivity. The thermal conductivity esti-
mated by this modeling effort suggest that riverbed internal
colmation [Brunke, 1999] has likely impacted vertical
exchange rates and hyporheic flow paths. Literature values
for clay and silt loam range 0.18–0.26 W m�1 �C�1 and for
soil organic matter an average of 0.25 W m�1 �C�1 [Stone-
strom and Blasch, 2003]. Bianchin et al. [2010] found ther-
mal conductivity through calibration of organic deposits
to be 0.15 W m�1 �C�1. McKenzie et al. [2007] reported a
range though modeling wetlands of 0.1–0.5 W m�2 �C�1.
Analyses presented herein indicate the optimal value for
the shallow zone is less than 0.5 W m�1 �C�1 and the deep
zone to be range much higher 0.86–2.58 W m�1 �C�1.
Subsequent examination of the solution space for each shal-
low observation indicate a lower range of values would
have been needed (0.1–0.5 W m�2 �C�1) to uniquely iden-
tify the optimal value. Recent work by Descloux et al.
[2010] found hydraulic conductivity to be the most accurate
method for determining riverbed colmation. On the basis of
the results presented herein, it is conceivable that thermal
conductivity estimated through heat flow modeling can be
included in studies to identify areas impacted by colmation
or deposition of fine-grained organic matter into the riverbed.

[48] There were order of magnitude differences between
the estimated shallow, deep, and low-permeability zone
Kz values. As shown in Table 4, the optimal values for
vertical hydraulic conductivity for the shallow, low-
permeability, and deep zones was predicted to be 0.22,
0.0019, and 0.018 m h�1, respectively. These results along
with the interpretation of the measured streambed tempera-

ture envelopes, VHGs, and pressure data support our three
zone conceptual model. The low-permeability zone between
the upper and lower zones was required in the model to
correctly simulate the large negative VHGs measured
beneath the riffle section, and the lack of vertical heat trans-
port measured in this section of the study area.

6. Conclusions
[49] This study demonstrates the use of continuous tem-

perature and pressure data to calibrate a longitudinal two-
dimensional hyporheic exchange model during variable
discharge conditions within a riffle-pool sequence. Model
calibration was improved when temperature was included
with pressure in determining optimal hydraulic conductiv-
ity values. We used a single and multiobjective calibration
approach to estimate hydraulic conductivity in the vertical
and horizontal directions and to estimate 2-D seepage rates
beneath the river. The development of a 2-D longitudinal
model improved our understanding of the geological con-
trols on hyporheic flow paths. The calibrated flow model
will be used for simulating arrival times and nutrient trans-
port in the Truckee River hyporheic flow system. This is
the first application of combining temperature and pressure
to determine the hydraulic and thermal properties and eval-
uate the predictive uncertainty of simulated fluxes within a
2-D longitudinal hyporheic flow system.

[50] Hyporheic flow is multidimensional, and is con-
trolled by riverbed topography, stage, and subsurface heter-
ogeneity. The longitudinal 2-D flow model developed for
this study area indicates the magnitude of fluid flux is
greater in the horizontal than the vertical direction in all
locations (Table 3). Using heat as a tracer in longitudinal
exchange approach presents a unique challenge for estimat-
ing horizontal hydraulic conductivity because of the rela-
tively short and multidirectional flow paths with a mixture
of upwelling and downwelling directions. In deeper depos-
its, the hydraulic conductivity at each location can be iden-
tified reliably by this approach and could be extended to
3-D simulations. Although analytical methods have strengths
in estimating flux in the vertical direction, analytical
approaches would not have been appropriate in the present
study. Furthermore, simply estimating the seepage rate
through the riverbed interface would not have provided in-
formation regarding the hyporheic flow paths, and ulti-
mately, the fate and transport of nutrients in the study area.

[51] The methods presented in this paper outline a cali-
bration approach for estimating hydraulic and thermal
properties beneath a river that are not easily measureable
by traditional methods. Characterizing heterogeneity and
the effects on flow direction and magnitude is crucial in
understanding nutrient transport in the hyporheic zone.
This approach has great potential toward characterizing hy-
draulic and thermal properties in heat as a tracer applica-
tions where multidirectional fluid flow is to be determined.
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