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ABSTRACT. We prove an Obata type rigidity result for the first eigenvalue of the sub-Laplacian on a compact
seven dimensional quaternionic contact manifold which satisfies a Lichnerowicz-type bound on its quaternionic
contact Ricci curvature and has a non-negative Paneitz P-function. In particular, under the stated conditions,
the lowest possible eigenvalue of the sub-Laplacian is achieved if and only if the manifold is qc-equivalent to
the standard 3-Sasakian sphere.
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1. INTRODUCTION

1.1. The qc Obata first eigenvalue theorems in dimension seven. The goal of this article is to prove an
Obata type Theorem 1.1 for seven dimensional compact quaternionic contact (abbr. qc) manifolds assuming
a Lichnerowicz-type qc-Ricci lower curvature bound, see Section 1.2 for the classical Riemannian result. We
use the connection and torsion tensors of the Biquard connection defined in dimension seven by Duchemin
[7]. The associated sub-Laplacian is a sub-elliptic operator, hence on a compact qc manifold it has a discrete
spectrum and all eigenfunctions are smooth functions. The basic notions, tensors and notations of the
relevant qc geometry are recalled in Section 2.1. In the following theorem S and T 0 are, respectively, the
normalized qc-scalar curvature and torsion of the Biquard connection ∇. The horizontal bundle H is the
kernel of the R3 valued 1-form η defining the qc structure. Throughout the text, we shall use the non-negative
sub-Laplacian, △u = − trg(∇2u).
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Theorem 1.1. Let (M,η) be a closed compact QC manifold of dimension seven and g be the horizontal
metric. Suppose the following qc-Ricci curvature lower bound holds true

(1.1) L(X,X)
def
= 2Sg(X,X) +

10

3
T 0(X,X) ≥ 4g(X,X), X ∈ Γ(H),

and the P -function of any eigenfunction associated to the first non-zero eigenvalue of the sub-Laplacian
is non-negative. If the (lowest) eigenvalue of the sub-Laplacian is 4, then (M,η) is qc-equivalent to the
standard 3-Sasakian sphere.

Following [15], but working only in dimension seven, for a fixed smooth function f on a seven dimen-
sional qc manifold we define a one form Pf on M , which we call the P−form of f , by the following
equation

(1.2) Pf (X) =
4∑

b=1

∇3f(X, eb, eb) +
3∑

t=1

4∑
b=1

∇3f(ItX, eb, Iteb)− 4Sdf(X) + 4T 0(X,∇f).

The P−function of f is the function Pf (∇f), which is called non-negative if

(1.3) −
∫
M

Pf (∇f)V olη ≥ 0,

where the volume form is Volη = η1 ∧ η2 ∧ η3 ∧ Ω with Ω =
∑3

s=1 ωs ∧ ωs, the so called fundamental
4-form of the qc-structure. We note that it was proven in [15, Proposition 3.4] that on a locally 3-Sasakian
manifold the P−function of any eigenfunction of the sub-Laplacian is non-negative.

In order to recognize the theorem as an Obata type result we recall the Lichnerowicz estimate of the first
eigenvalue established in [16] in dimensions greater than seven and in [15] in the seven dimensional case.
Let (M,η) be a compact QC manifold of dimension 4n+ 3,

αn =
2(2n+ 3)

2n+ 1
, βn =

4(2n− 1)(n+ 2)

(2n+ 1)(n− 1)
, with β1 = 0,

and T 0 and U be the components of the torsion tensor, which up to multiplicative constants, are the trace-
less Sp(n)Sp(1) invariant components of the qc-Ricci tensor [10], see Section 2.1. Suppose that for any
horizontal vector field X ∈ H the following Lichnerowicz-type bound holds true,

L(X,X)
def
= 2Sg(X,X) + αnT

0(X,X) + βnU(X,X) ≥ 4g(X,X).

In the case n = 1 assume, in addition, the positivity of the P -function of any eigenfunction, cf. (1.3). Then,
any eigenvalue λ of the sub-Laplacian △ satisfies the inequality λ ≥ 4n. A small calculation shows, see
[12], [2] and also [23, Theorem 4.1], that the 3-Sasakian sphere achieves equality in the bottom of spectrum
inequality. In fact, on the 3-Sasakian sphere the eigenspace of the sub-Laplacian with eigenvalue 4n is given
by the restrictions to the sphere of all linear functions in Euclidean space.

The rigidity result when the dimension of the qc manifold is at least eleven, i.e., the Obata type theorem
characterizing the 3-Sasakian sphere as the only case in which the lowest possible eigenvalue is achieved
was proven in [17]. In fact, [17] established a general result valid on any complete with respect to the
associated Riemannian metric qc manifold, characterizing the 3-Sasakian sphere of dimension at least eleven
through the existence of an eigenfunction whose Hessian with respect to the Biquard connection [3] is in
the space generated by the metric and fundamental 2-forms of the quaternionic contact structure. In the
seven dimensional case, the claim of Theorem 1.1 was proven in [15, Corrolary 1.2] assuming in addition to
the stated hypotheses that the torsion tensor T 0 = 0 and that the qc-scalar curvature is constant. The latter
condition was shown to be redundant in [13] since it follows from the vanishing of the torsion. The general
qc Obata result in dimension seven remained open which motivated the current article where we prove that
the vanishing of the torsion is implied from the stated conditions in Theorem 1.1.
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In view of the results of [15] and [13] mentioned in the preceding paragraph, the proof of Theorem 1.1
amounts to showing that the torsion tensor vanishes. The seven dimensional case result differs from the
proof of the higher dimensional version [17] in several aspects. First, we begin by using the compactness
of the manifold to obtain the vanishing of the P-form of any eigenfunction f with eigenvalue achieving the
lowest possible value 4. In fact, we interpret the Lichnerowicz’ condition as a non-negativity of a certain
quadratic form P, cf. (2.15), related to the P -form (1.2) of f , which together with the assumed positivity
of the P−function of f shows that the horizontal gradient of f is in the kernel of P. This allows one to
see fairly easily that certain components of the torsion tensor vanish. The vanishing of P is equivalent to
the vanishing of the torsion tensor. This brings about another substantial difference between the n = 1 and
n > 1 cases. In the higher dimensional case [17, Lemma 3.8], one sees that the two Sp(n)Sp(1) invariant
torsion tensors T 0 and U , which determine the full torsion and the traceless part of the qc-Ricci tensor, can
be expressed in terms of the function U(∇f,∇f) and the horizontal gradient of f as follows

(1.4) |∇f |4T 0(X,Y ) = − 2n

n− 1
U(∇f,∇f)

[
3df(X)df(Y )−

3∑
s=1

df(IsX)df(IsY )
]
,

|∇f |4U(X,Y ) = − 1

n− 1
U(∇f,∇f)

[
|∇f |2g(X,Y )− n

(
df(X)df(Y ) +

3∑
s=1

df(IsX)df(IsY )
)]

.

Thus, in the higher dimensional case, the crux of the matter in showing that the torsion vanishes is the proof
that U(∇f,∇f) = 0, which is achieved with the help of the Ricci identities and the contracted Bianchi
second identity. In dimension seven, the tensor U vanishes trivially and there is no substitute for (1.4). In
addition, the contracted Bianchi second identity brings no constraints since it holds trivially. We remark that
this is one of the reasons for the difficulties in showing that a qc-Einstein seven dimensional manifold is of
constant scalar curvature, which was shown in [13]. In our case, one of the crucial steps turns out to be also
that the qc scalar curvature is constant, see 2.4.

We should mention that in the proofs of the sub-Riemannian versions of the rigidity result eventually one
resorts to using the Riemannian Obata theorem to obtain an isometric equivalence to the round Euclidean
sphere after which one argues that the equivalence extends to the additional quaternionic contact or CR
structures in the case of the CR version. A more detailed review and references of the corresponding prob-
lems, including the geometric interpretation of the functions realizing the equality cases and the role played
by the rigidity result in the uniqueness of qc and CR Yamabe metrics within a fixed qc or, in the CR case,
pseudohermitian conformal class can be found in [23] and [14]. In the next few paragraphs we give only a
brief background.

1.2. Riemannian and Kähler cases. Lichnerowicz [28] showed that on a compact Riemannian manifold
(M, g) of dimension n for which the Ricci curvature satisfies Ric(X,X) ≥ (n−1)g(X,X) the first positive
eigenvalue λ1 of the (positive) Laplace operator △f = − trg ∇2f satisfies the inequality λ1 ≥ n where ∇
is the Levi-Civita connection of g. Subsequently, Obata [29] proved that equality is achieved if and only if
the Riemannian manifold is isometric to the round unit sphere with eigenfunctions given by the spherical
harmonics of degree one. Obata’s rigidity theorem was preceded by several results where the case of equality
was characterized under the additional assumption that g is Einstein [30] or has constant scalar curvature
[9], see also [23, Proposition 2.4] where it is shown that the metric is Einstein automatically.

In the Kähler case, Lichnerowicz showed an improvement of the first eigenvalue inequality by showing
that if M is a closed Kähler manifold with Ric ≥ k, then the first non-zero eigenvalue satisfies λ1 ≥
2k. Furthermore, equality implies that the gradient field of any eigenfunction for λ1 is a (non-trivial) real
holomorphic vector field.
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1.3. The CR case. From the sub-ellipticity of the sub-Laplacian on a strictly pseudoconvex CR manifold
it follows that on a compact manifold its spectrum is discrete. A CR analogue of the Lichnerowicz theorem
was found by Greenleaf [8] for dimensions 2n + 1 > 5, while the corresponding results for n = 2 and
n = 1 were achieved later in [24] and [6], respectively. In this case, the standard Sasakian unit sphere has
first eigenvalue equal to 2n with eigenspace spanned by the restrictions of all linear functions to the sphere.
Up to scaling it provides the equality case in the bottom of the spectrum estimate. As far as the Obata
type result is concerned, the most general result valid on a complete CR manifold was proven in [21] under
the assumption of a divergence-free pseudohermitian torsion. In the compact case, [26, 27, 22] proved
the Obata type theorem on a compact strictly pseudoconvex pseudohemitian manifold which satisfies the
Lichnerowicz-type bound. In dimension three, in all of the above results it is assumed that the CR-Paneitz
operator is non-negative.

In [5] and [25], it was proven an analogue of the Lichnerowicz eigenvalue estimate for the Kohn Lapla-
cian assuming that the CR Paneitz operator is non-negative in dimension three. Furthermore, [25] and [4]
established the corresponding rigidity results. We mention that a big part of the difficulty in the three di-
mensional case stems from the possible difference between the kernel of the CR Paneitz operator and the
space of CR pluriharmonic functions.

1.4. Conventions.
a) We shall use X,Y, Z to denote horizontal vector fields, i.e., X,Y, Z ∈ Γ(H).
b) The triple (i, j, k) denotes any cyclic permutation of (1, 2, 3).
c) The sum

∑
(ijk) means the cyclic sum. For example,

T 2
11 + T 2

22 + T 2
33 + 2T 2

12 + 2T 2
23 + 2T 2

31 =
∑
(i j k)

[T 2
ii + 2T 2

ij ] =
∑
(i j k)

[T 2
ii + 2T 2

jk].

d) In general, s will be any number from the set {1, 2, 3}.
e) Greek indices α, β etc., will be in the set {0, 1, 2, 3}.
f) {eγ}3γ=0 denotes a local orthonormal basis of the horizontal space H .
g) The summation convention over repeated vectors from the basis {eγ}3a=0 will be used. For example,

for a (0, 4)-tensor P , the formula k = P (eβ, eγ , eγ , eβ) means k =
∑3

β, γ=0 P (eβ, eγ , eγ , eβ).
h) The following divergences for α = 0, 1, 2, 3 will be used

(1.5) ∇∗T 0(X)
def
= ∇T 0(eγ , eγ , X), ∇∗

αT
0(X)

def
= ∇T 0(eγ , Iαeγ , X)

where I0 is the identity on the horizontal space H .
Acknowledgements The second author would like to thank Stefan Ivanov and Alexander Petkov for
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D.V was partially supported by ARPA-E contract number DE-AR0001202. A.M was partially supported by
the Efroymson Foundation at UNM. The authors would like to thank the referee for the careful reading and
comments.

2. PROOF OF THE MAIN THEOREM

2.1. Quaternionic contact structures and the Biquard connection. In this section we set the notation
and briefly review the necessary notions of (seven dimensional) quaternionic contact geometry [3], [7], [10]
and [20]. We will consider a seven dimensional integrable quaternionic contact (qc) manifold (M,η, g,Q),
see [7]. Thus, we have a seven dimensional manifold M equipped with an oriented codimension three sub-
bundle H of the tangent bundle, such that H is locally given as the kernel of a 1-form η = (η1, η2, η3) with
values in R3. In addition H has an Sp(1)Sp(1) structure, that is, it is equipped with a Riemannian metric
g and a rank-three bundle Q consisting of endomorphisms of H locally generated by three almost-complex
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structures I1, I2, I3 on H satisfying the identities of the imaginary unit quaternions, I1I2 = −I2I1 = I3
and I1I2I3 = − idH , which are Hermitian compatible with the metric g(Is·, Is·) = g(·, ·) and the following
compatibility condition holds,

2g(IsX,Y ) = dηs(X,Y ), X, Y ∈ H.

In addition, we assume that the qc-structure is integrable, i.e., there exist three smooth vector fields
{ξ1, ξ2, ξ3}, called Reeb vector fields, which satisfy the identities

ηs(ξk) = δsk, (ξs⌟dηs)|H = 0, (ξs⌟dηk)|H = −(ξk⌟dηs)|H .

The Reeb vector fields define the so called vertical space, which will be denoted by V . Using the triple of
Reeb vector fields we extend the ”horizontal” metric g on H to a metric h on TM by requiring that the Reeb
vector fields are an orthonormal frame for the vertical space V , h(ξs, ξt) = δst. Thus, with a slight abuse of
notation, we have

(2.1) h = g +

3∑
s=1

η2s .

The Reimannian metric h as well as the canonical connection do not depend of the action of SO(3) on V , but
both change if η is multiplied by a conformal factor [10]. The fundamental 2-forms ωs of the quaternionic
structure Q are defined by

(2.2) 2ωs|H = dηs|H , ξ⌟ωs = 0, ξ ∈ V.

We will denote by ∇ the ”canonical” Biquard connection, which in the considered seven dimensional
case was defined by Duchemin [7], but we will use the conventions adopted by Biquard [3]. The two
connections differ only in the derivatives of type ∇ξξ

′ for ξ, ξ′ ∈ V . The torsion of the connection ∇ will
be denoted by T . In particular we have that ∇ preserves the decomposition H ⊕ V and the Sp(1)Sp(1)

structure on H , i.e., ∇g = 0, ∇σ ∈ Γ(Q) for a section σ ∈ Γ(Q), and its torsion on H is given by
T (X,Y ) = −[X,Y ]|V . Furthermore, for a vertical vector ξ ∈ V , the endomorphism T (ξ, ·)|H on H lies
in (sp(1) ⊕ sp(1))⊥ ⊂ gl(4). Finally, the connection preserves the bundle of self-dual 2-forms on H with
respect to the conformal class defined by g and we have

(2.3) ∇Ii = −αj ⊗ Ik + αk ⊗ Ij , ∇ξi = −αj ⊗ ξk + αk ⊗ ξj .

The vanishing of the sp(1)-connection 1-forms on H implies the vanishing of the torsion endomorphism of
the canonical connection, see [10]. Clearly, the canonical connection preserves the Riemannian metric on
TM , i.e., ∇h = 0.

Due to (2.2), the torsion restricted to H has the form

T (X,Y ) = −[X,Y ]|V = 2ω1(X,Y )ξ1 + 2ω2(X,Y )ξ2 + 2ω3(X,Y )ξ3.

On the other hand, in the seven dimensional case, the endomorphism Tξ = T (ξ, .) ∈ (sp(1) ⊕ sp(1))⊥ is
symmetric and completely trace-free,

trTξ = trTξ ◦ Is = 0, Tξ = T 0
ξ ,

where following tradition, and to be consistent with the higher dimensional case, we denote with T 0
ξ the

symmetric part of the endomorphism Tξ. The following Sp(1)Sp(1)-invariant trace-free symmetric 2-tensor
was introduced in [10],

T 0(X,Y ) = g((T 0
ξ1I1 + T 0

ξ2I2 + T 0
ξ3I3)X,Y ), X, Y ∈ Γ(H).

The tensor T 0 belongs to the −1 eigenspace of the Casimir operator Υ = I1⊗ I1+ I2⊗ I2+ I3⊗ I3 which
satisfies (Υ− 3I)(Υ + I), i.e.,

(2.4) T 0(X,Y ) + T 0(I1X, I1Y ) + T 0(I2X, I2Y ) + T 0(I3X, I3Y ) = 0.
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Furthermore, in dimension seven, the torsion is determined by T 0 through the following formula, [18,
Proposition 2.3] or [20, Lemma 4.2.6],

(2.5) T (ξs, IsX,Y ) = T 0(ξs, IsX,Y ) =
1

4
[T 0(X,Y )− T 0(IsX, IsY )].

Up to a multiplicative constant, T 0 gives the trace-free part of the qc-Ricci tensor defined below, see (2.7).
We let R = [∇,∇] − ∇[ , ] be the curvature tensor of ∇. We shall also use R and T to denote, corre-

spondingly, the curvature tensor of type (0, 4) and the torsion tensor of type (0, 3),

R(A,B,C,D) = h(R(A,B)C,D), T (A,B,C) = h(T (A,B), C), A,B,C,D ∈ Γ(TM).

The qc-Ricci tensor Ric, the normalized qc-scalar curvature S, the qc-Ricci 2-forms ρs, and the qc-Ricci-
type tensors ζs are defined by

(2.6)
Ric(A,B) = R(eβ, A,B, eβ), S =

1

24
R(eβ, eγ , eγ , eβ),

ρs(A,B) =
1

4
R(A,B, eγ , Iseγ), ζs(A,B) =

1

4
R(eγ , A,B, Iseγ).

The qc-Ricci tensor can be expressed in terms of the torsion of the Biquard connection [10], see also
[11, 18]. Furthermore, we have the following identities valid when n = 1, see [10, Theorem 1.3, Theorem
3.12, Corollary 3.14, Proposition 4.3 and Proposition 4.4],

(2.7)

Ric(X,Y ) = 4T 0(X,Y ) + 6Sg(X,Y ),

ζs(X, IsY ) =
3

4
T 0(X,Y ) +

1

4
T 0(IsX, IsY ) +

S

2
g(X,Y ),

T (ξi, ξj) = −Sξk − [ξi, ξj ]|H ,

g(T (ξi, ξj), X) = −ρk(IiX, ξi) = −ρk(IjX, ξj) = −h([ξi, ξj ], X).

We recall that a qc-structure is called qc-Einstein if the horizontal qc-Ricci tensor is a scalar multiple of
the metric,

Ric(X,Y ) = 6Sg(X,Y ).

From the above formulas, it follows that the structure is qc-Einstein if and only if T 0 = 0, which is equivalent
to the vanishing of the torsion endomorphism. In this case the normalized qc-scalar curvature S is constant
and the vertical distribution V is integrable [13], see [10] for n > 1. If S > 0 then the qc-manifold is locally
3-Sasakian [10], see [19] for the negative qc-scalar curvature case.

The (horizontal) divergence of a horizontal vector field/1-form σ ∈ Λ1(H), defined by

∇∗σ = −tr|H(∇σ) = −∇σ(eγ , eγ).

We have the following ”integration by parts” formula on a compact M formula [10], see also [31],∫
M
(∇∗σ)Volη = 0.

The sub-Laplacian ∆f , and the norm of the horizontal gradient ∇f , of a smooth function f on M are
defined, respectively, by

∆f = −trgH(∇2f) = ∇∗df = −∇2f(eγ , eγ), |∇f |2 = df(eγ)df(eγ).

The function f is an eigenfunction of the sub-Laplacian with eigenvalue λ if for some constant λ we have

∆f = λf.

On the other hand, the Ricci identity implies

(2.8) g(∇2f, ωs) = ∇2f(eγ , Iseγ) = −4df(ξs) = −4fs,
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where we set

(2.9) fs
def
= df(ξs).

2.2. Some basic identities. We are ready to begin the proof of Theorem 1.1. We shall assume throughout
all of the assumptions of Theorem 1.1. The function f will denote an eigenfunction achieving the lowest
possible eigenvalue λ = 4 of the sub-Laplacian.

It was shown in [15, Remark 4.1] that, with the made assumptions, the horizontal Hessian of f is given
by

(2.10) ∇2f(Y,X) = −fg(Y,X)−
3∑

s=1

fsωs(Y,X), Y,X ∈ Γ(H).

and

(2.11) L(∇f,∇f)− 4|∇f |2 = 2

[
(S − 2)|∇f |2 + 5

3
T 0(∇f,∇f)

]
= 0,

∫
M

Pf (∇f)V olη = 0,

recalling the notation fs = df(ξs) set in (2.9). We note that the compactness of M was essential in order
to obtain the above identities by integrating the qc Bochner formula. Furthermore, if f satisfies (2.10), then
differentiating the Hessian equation we obtain the identity, [17, Lemma 3.1],

(2.12) ∇3f(A, Y,X) = −df(A)g(Y,X)−
3∑

s=1

∇2f(A, ξs)ωs(Y,X), A ∈ Γ(TM), Y,X ∈ Γ(H).

We note that [17] assumes n > 1, but the cited lemma and its proof do not make use of this assumption. In
addition, the argument leading to [17, (3.8)] is valid in the case n = 1 as well, i.e., we have the following
identity

(2.13)
3∑

s=1

∇2f(IsX, ξs) = (1− 2S)df(X)− 2

3
T 0(X,∇f),

which follows from the Ricci identity ∇2f(X, ξs) − ∇2f(ξs, X) = T (ξs, X,∇f) applied to the left-hand
side of [17, (3.8)], noting that the Ricci idenity and (2.5) give

(2.14) ∇2f(X, ξs)−∇2f(ξs, X) = −1

4
[T 0(IsX,∇f) + T 0(X, Is∇f)].

It will be convenient to define the quadratic symmetric (0,2)-tensor P by

(2.15) P(X,Y )
def
= 2 [L(X,Y )− 4g(X,Y )] = 4

[
(S − 2)g(X,Y ) +

5

3
T 0(X,Y )

]
.

The Lichnerowicz-type bound (1.1) implies that P is non-negative P(X,X) ≥ 0, hence, taking into account
that T 0 is a traceless tensor, we have S ≥ 2, while by (2.11) we have

P(∇f,∇f) = 0.

Lemma 2.1. The P -form of f is P(X,∇f), i.e.,

(2.16) Pf (X) = P(X,∇f) = 4(S − 2)df(X) +
20

3
T 0(X,∇f).

Furthermore, P(X,∇f) = 0, hence

(2.17) T 0(X,∇f) = −3

5
(S − 2)df(X)
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Proof. Taking the appropriate traces in (2.12) we obtain

∇3f(X, eγ , eγ) = −4df(X),

3∑
s=1

∇3f(IsX, eγ , Iseγ) = −4
3∑

s=1

∇2f(IsX, ξs) = −4(1− 2S)df(X) +
8

3
T 0(X,∇f).

A substitution of the above two identities in the definition (1.2) of the P -form of f gives (2.16). The non-
negativity of P, Cauchy-Schwarz’ inequality and P(∇f,∇f) = 0 imply P(X,∇f) = 0. □

An immediate consequence of the above lemma are the following identities,

(2.18) T 0(Is∇f,∇f) = 0, s = 1, 2, 3.

In addition, the covariant derivative of (2.17) along a horizontal vector Y and the Hessian equation (2.10)
yield the following equation

(2.19) ∇T 0(Y,X,∇f) = −3

5
dS(Y )df(X) + f

(
T 0(Y,X) +

3

5
(S − 2)g(Y,X)

)
+

3∑
s=1

fs

(
T 0(IsY,X) +

3

5
(S − 2)ωs(Y,X)

)
.

2.2.1. Next we will obtain formulas for the individual terms in the sum (2.13) and for the derivative of the
obtained identities. This will be achieved by computing the horizontal qc-Ricci tensor ζs in two different
ways.

Lemma 2.2. The following identities hold true

(2.20) ∇2f(X, ξi) =
1

5
(1 + 2S)df(IiX)− 2

3
T 0(X, Ii∇f)

and

(2.21) ∇3f(Y,X, ξi) =
1

5
(1 + 2S) [fωi(Y,X)− fig(Y,X) + fjωk(Y,X)− fkωj(Y,X)]

+
2

3

[
fT 0(X, IiY )− fiT

0(X,Y ) + fjT
0(X, IkY )− fkT

0(X, IjY )
]

+
2

5
dS(Y )df(IiX)− 2

3
∇T 0(Y,X, Ii∇f).

Proof. First, we compute ζi(IiX,∇f) using its definition (2.6) and then apply the following third order
Ricci identity

R(X,Y,∇f, Z) = ∇3f(X,Y, Z)−∇3f(Y,X,Z) + 2

3∑
s=1

∇2f(ξs, Z)ωs(X,Y ),

which give for a i fixed the formula

4ζi(IiX,∇f) = R(eγ , IiX,∇f, Iieγ) = ∇3f(eγ , IiX, Iieγ)−∇3f(IiX, eγ , Iieγ)

+ 2

3∑
s=1

∇2f(ξs, Iieγ)ωs(eγ , IiX).
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An application of (2.12) and (2.13) to the above equation brings us to

(2.22) 4ζi(IiX,∇f) = −df(X)−
3∑

s=1

∇2f(eγ , ξs)ωs(IiX, Iieγ)

+

3∑
s=1

∇2f(IiX, ξs)ωs(eγ , Iieγ) + 2

3∑
s=1

∇2f(ξs, Iieγ)ωs(eγ , IiX)

= −df(X)−
[
∇2f(IiX, ξi)−∇2f(IjX, ξj)−∇2f(IkX, ξk)

]
+ 4∇2f(IiX, ξi) + 2[∇2f(ξi, IiX)−∇2f(ξj , IjX)−∇2f(ξk, IkX)].

Invoking (2.14) to re-write the last bracket in (2.22) we come to

4ζi(IiX,∇f) = −df(X)−
[
∇2f(IiX, ξi)−∇2f(IjX, ξj)−∇2f(IkX, ξk)

]
+ 4∇2f(IiX, ξi)

+ 2[∇2f(IiX, ξi)−∇2f(IjX, ξj)−∇2f(IkX, ξk)]−
1

2
[T 0(X,∇f)− T 0(IiX, Ii∇f)]

+
1

2
[T 0(X,∇f)− T 0(IjX, Ij∇f)] +

1

2
[T 0(X,∇f)− T 0(IkX, Ik∇f)]

= −df(X) + 6∇2f(IiX, ξi)−
3∑

s=1

∇2f(IsX, ξs) + T 0(X,∇f) + T 0(IiX, Ii∇f)

− 1

2

[
T 0(X,∇f) +

3∑
s=1

T 0(IsX, Is∇f)

]
.

Finally, using (2.4) and (2.13) the last equation takes the form

(2.23) 4ζi(IiX,∇f) = 2(S − 1)df(X) + 6∇2f(IiX, ξi) +
5

3
T 0(X,∇f) + T 0(IiX, Ii∇f).

On the other hand, from (2.7) we have the following formula for ζi(IiX,∇f)

(2.24) 4ζi(IiX,∇f) = −3T 0(IiX, Ii∇f)− T 0(X,∇f)− 2Sdf(X).

From (2.24) and (2.23) we obtain

(2.25) 3∇2f(X, ξi) = (2S − 1)df(IiX) +
4

3
T 0(IiX,∇f)− 2T 0(X, Ii∇f).

Finally, a substitution of (2.17) into (2.25) gives (2.20).
The second identity in the lemma is obtained by taking the covariant derivative of (2.20) along Y , noting

that from (2.3) the terms involving the connection 1-forms coming from the covariant derivatives of Ii and
ξi cancel, which gives

∇3f(Y,X, ξi) =
2

5
dS(Y )df(IiX)− 2

3
∇T 0(Y,X, Ii∇f) +

1

5
(1 + 2S)∇2f(Y, IiX)

+
2

3
fT 0(X, IiY ) +

2

3

3∑
s=1

fsT
0(X, IiIsY ).

Finally, using the Hessian equation (2.10) in the above formula gives (2.21). □

Some of the above identities can be viewed as versions of formulas found in [17] that hold when n = 1.
Other than (2.10) and (2.12) coming directly from [17] as stated above, (2.13) can be obtained from [17,
(3.8)] by setting U = 0, n = 1, and then applying a Ricci identity.

On the other hand, identity (2.17) can be formally obtained from [17, (3.5)] by setting U = 0 and n = 1.
When n > 1, the proof of [17, Lemma 3.2] shows that [17, (3.5)] is found by subtracting [17, (3.7)] from
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[17, (3.8)]. However, if n = 1 then [17, (3.7)] is identical to [17, (3.8)] and therefore we cannot obtain [17,
(3.5)] when n = 1 following [17]. In our case, in order to prove (2.17) we used the compactness of M to
show that the P -form of f vanishes instead. However, once (2.17) is known, substituting it into (2.13), and
then using a Ricci identity, will yield [17, (3.9)]. In addition, (2.18) implies that [17, (3.6)] continues to
hold when n = 1. Finally, (2.20) and (2.21) correspond to [17, Lemma 3.3] and [17, (3.18)], respectively,
but now they hold in the case n = 1.

2.2.2. A key identity. Since the canonical connection preserves the type of a tensor and T 0 is symmetric, we
can compute terms of the form ∇T 0(Y,∇f, Ii∇f) by finding ∇T 0(Y, Ii∇f,∇f) from (2.19); we cannot
obtain in this way explicit formulas for the ∇T 0(Y, Ij∇f, Ii∇f). However, with the help of the previous
Lemmas, we will find a certain relation between the torsion T 0, the normalized qc-scalar curvature S and
their derivatives, which will lead to a system that can be solved for the ”unknown” components. To formulate
it, we need the following covariant tensors that will also play a prominent role in the rest of the paper,

(2.26) Γi(Y,X)
def
= ωj(Y,X)ρk(Ii∇f, ξi)− ωk(Y,X)ρj(Ii∇f, ξi)

+ df(IkY )ρj(IiX, ξi) + df(IkX)ρj(IiY, ξi)− df(IjY )ρk(IiX, ξi)− df(IjX)ρk(IiY, ξi),

with the last line equal to the symmetric part of Γi.

Lemma 2.3. The following identity holds true for any cyclic permutation of the indices (i, j, k),

(2.27) 5∇T 0(Y,X, Ii∇f)− 3∇T 0(X,Y, Ii∇f) = −3[∇T 0(∇f, Y, IiX) +∇T 0(∇f, IiY,X)]

+ 3dS(Y )df(IiX)− 9

5
dS(X)df(IiY ) +

6

5
(4 + 3S)fig(Y,X) + 12

3∑
s=1

∇2f(ξi, ξs)ωs(Y,X)

− 12

5
(1 + 2S)

[
fωi(X,Y ) +

3∑
s=1

fsωs(Y, IiX)

]
+ f [5T 0(X, IiY )− 3T 0(IiX,Y )]

+ fi[6T
0(IiX, IiY )− 8T 0(X,Y )] + fj [5T

0(X, IkY ) + 6T 0(IjX, IiY ) + 3T 0(IkX,Y )]

+ fk[6T
0(IkX, IiY )− 5T 0(X, IjY )− 3T 0(IjX,Y )]− 12Γi(Y,X).

Proof. We begin by finding another formula for ∇3f(Y,X, ξi), see (2.30) below, besides the already known
identity (2.21). We begin by using the third order Ricci identity

(2.28) ∇3f(Y,X, ξi) = ∇3f(ξi, Y,X) +∇2f(T (ξi, Y ), X) +∇2f(Y, T (ξi, X))

+ df((∇Y T )(ξi, X)) +R(ξi, Y,X,∇f).

Next, we compute each of the terms in the right-hand side of (2.28) separately. The first term can be
simplified with the help of (2.12), which gives

∇3f(ξi, Y,X) = −fig(Y,X)−
3∑

s=1

∇2f(ξi, ξs)ωs(Y,X).

The Hessian equation (2.10) and (2.14) show that

∇2f(T (ξi, Y ), X) =
1

4
f [T 0(IiY,X) + T 0(Y, IiX)]− 1

4

3∑
t=1

df(ξt)[T
0(IiY, ItX) + T 0(Y, IiItX)].
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The third term in the right-hand side of (2.28) is handled similarly. Next, use (2.4) to simplify the sum of
the above formulas for the second and third terms, which give

∇2f(T (ξi, Y ), X) +∇2f(Y, T (ξi, X)) =
1

2
f [T 0(IiX,Y ) + T 0(X, IiY )]

+
1

2
fj [T

0(X, IkY )− T 0(IkX,Y )] +
1

2
fk[T

0(IjX,Y )− T 0(X, IjY )].

To simplify the fourth term, we differentiate (2.5), using (2.3), which gives

df((∇Y T )(ξi, X)) = (∇Y T )(ξi, X,∇f) = −1

4
[∇T 0(Y, IiX,∇f) +∇T 0(Y,X, Ii∇f)].

At this point we need the following general formula for the curvature, cf. [18, 20],

(2.29) R(ξi, Y,X,Z) = −1

4
[∇T 0(X, IiZ, Y ) +∇T 0(X,Z, IiY )]

+
1

4
[∇T 0(Z, IiX,Y ) +∇T 0(Z,X, IiY )] + ωj(Y,X)ρk(IiZ, ξi)− ωk(Y,X)ρj(IiZ, ξi)

+ ωk(Y,Z)ρj(IiX, ξi) + ωk(X,Z)ρj(IiY, ξi)− ωj(Y,Z)ρk(IiX, ξi)− ωj(X,Z)ρk(IiY, ξi).

Letting Z = ∇f in (2.29) gives the following formula for the fifth term in the right-hand side of (2.28),

R(ξi, Y,X,∇f) = −1

4
[∇T 0(X, Ii∇f, Y ) +∇T 0(X,∇f, IiY )]

+
1

4
[∇T 0(∇f, IiX,Y ) +∇T 0(∇f,X, IiY )] + Γi(Y,X),

recalling the tensor Γi(Y,X) defined in (2.26). A substitution of the above identities into (2.28) yields the
sought formula for ∇3f(Y,X, ξi), i.e.,

(2.30) ∇3f(Y,X, ξi) = −fig(Y,X)−
3∑

s=1

∇2f(ξi, ξs)ωs(Y,X) +
1

2
f [T 0(IiX,Y ) + T 0(X, IiY )]

+
1

2
fj [T

0(X, IkY )− T 0(IkX,Y )] +
1

2
fk[T

0(IjX,Y )− T 0(X, IjY )]

− 1

4
[∇T 0(Y, IiX,∇f) +∇T 0(Y,X, Ii∇f)]− 1

4
[∇T 0(X, Ii∇f, Y ) +∇T 0(X,∇f, IiY )]

+
1

4
[∇T 0(∇f, IiX,Y ) +∇T 0(∇f,X, IiY )] + Γi(Y,X).

After this initial calculation, we use (2.19) and the symmetry in the last two indices of ∇T 0 to rewrite
and expand the terms ∇T 0(Y, IiX,∇f) and ∇T 0(X,∇f, IiY ) in (2.30). After a small simplification we
obtain

(2.31) ∇3f(Y,X, ξi) = − 1

10
(4 + 3S)fig(Y,X)−

3∑
s=1

∇2f(ξi, ξs)ωs(Y,X)

+
1

4
f [T 0(IiX,Y ) + T 0(X, IiY )] +

3

20
[dS(Y )df(IiX) + dS(X)df(IiY )]− 1

2
fiT

0(IiX, IiY )

− 1

4
fj [T

0(IjY, IiX) + T 0(IjX, IiY )− 2T 0(X, IkY ) + 2T 0(IkX,Y )]

− 1

4
fk[T

0(IkY, IiX) + T 0(IkX, IiY )− 2T 0(IjX,Y ) + 2T 0(X, IjY )]

− 1

4
[∇T 0(Y,X, Ii∇f) +∇T 0(X,Y, Ii∇f)] +

1

4
[∇T 0(∇f, IiX,Y ) +∇T 0(∇f,X, IiY )] + Γi(Y,X).
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Next, we subtract (2.21) from (2.31) and collect the terms containing ∇T 0(· , · , Ii∇f) on one side leaving
the terms containing the ”unknown” components of ∇T 0 and the vertical Hessian of f on the other side.
With the help of (2.4) we simplify the bracketed terms multiplying the vertical derivatives of f , which gives
the claimed formula (2.27). □

For several calculations we will need the symmetric part of (2.27), which is given by

(2.32) ∇T 0(Y,X, Ii∇f) +∇T 0(X,Y, Ii∇f) = −3[∇T 0(∇f, IiY,X) +∇T 0(∇f, Y, IiX)]

+
3

5
[dS(Y )df(IiX) + dS(X)df(IiY )]− 6

5
(S − 2)g(Y,X)fi

+ f [T 0(Y, IiX) + T 0(IiY,X)] + fi[6T
0(IiY, IiX)− 8T 0(Y,X)]

+ fj [4T
0(IkY,X) + 4T 0(Y, IkX) + 3T 0(IiY, IjX) + 3T 0(IjY, IiX)]

+ fk[3T
0(IkY, IiX) + 3T 0(IiY, IkX)− 4T 0(Y, IjX)− 4T 0(IjY,X)]

− 12 [df(IkY )ρj(IiX, ξi) + df(IkX)ρj(IiY, ξi)− df(IjY )ρk(IiX, ξi)− df(IjX)ρk(IiY, ξi)] ,

taking into account

3∑
s=1

fs[ωs(Y, IiX) + ωs(X, IiY )] = fi[g(IiY, IiX) + g(IiX, IiY )] + fj [g(IjY, IiX) + g(IjX, IiY )]

+ fk[g(IkY, IiX) + g(IkX, IiY )] = fi[g(Y,X) + g(X,Y )] + fj [g(Y, IkX)− g(IkX, IiY )]

+ fk[g(IjY,X)− g(X, IjY )] = 2fig(X,Y ).

2.3. Unique continuation and a special frame. Let h be the Riemannian metric (2.1) and ∆h be the
associated elliptic Laplacian. In the following lemma we will give a version of [17, Lemma 3.6] for the case
n = 1. In particular, this will allow the construction at almost every point of M of a global orthonormal
frame of the horizontal space using the horizontal gradient of f .

Lemma 2.4. The eigenfunction f obeys the following identity

(2.33) ∆hf =

(
19 + 8S

5

)
f − 2

5
dS(∇f).

In particular, f and its horizontal gradient ∇f do not vanish on any open set. Thus, if we let

I0
def
= idH , σα

def
= |∇f |−1Iα∇f,

then {σα}3α=0 is an orthonormal frame for the horizontal space H at almost every point of M .

Proof. Following [16, Lemma 5.1] the Riemannian Laplacian ∆h and the sub-Laplacian ∆ are related by

(2.34) ∆hf = ∆f −
3∑

s=1

∇2f(ξs, ξs).

Taking the trace X = eγ , Y = Iieγ of (2.27) using that T 0 is completely trace-free gives

(2.35) 5∇T 0(Iieγ , eγ , Ii∇f)− 3∇T 0(eγ , Iieγ , Ii∇f) = 3dS(Iieγ)df(Iieγ) +
9

5
dS(eγ)df(eγ)

− 48

5
(1 + 2S)f + 48∇2f(ξi, ξi)− 12Γi(Iieγ , eγ).

From ∇T 0(eγ , Iieγ , X) = −∇T 0(Iieγ , eγ , X) and Γi(Iieγ , eγ) = 0 by (2.26) we can solve for the compo-
nent of the vertical Hessian of f in (2.35) which gives

(2.36) ∇2f(ξi, ξi) =
1

6
∇T 0(eγ , Iieγ , Ii∇f) +

1

10
dS(∇f)− 1

5
(1 + 2S)f.
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Using (2.4) in which we take X = Iieγ , Y = Ii∇f , and (2.3), gives the following trace formula

(2.37) ∇T 0(eγ , eγ ,∇f) +

3∑
s=1

∇T 0(eγ , Iseγ , Is∇f) = 0.

Then, (2.19) with X = Y = eγ shows that the divergence of T 0 satisfies

(2.38) ∇T 0(eγ , eγ ,∇f) = −3

5
[dS(∇f)− 4(S − 2)f ] .

Therefore, (2.36) with (2.37) and (2.38) implies

(2.39)
3∑

s=1

∇2f(ξs, ξs) =
2

5
dS(∇f) +

1

5
(1− 8S)f.

A substitution of (2.39) into (2.34), taking into account that ∆f = 4f , shows (2.33).
The final part of the Lemma follows from Aronszajn’s unique continuation result [1]. □

2.3.1. Components of the torsion. Since in lemma 2.4 we found a global orthonormal frame {σα, ξs}, it
will be convenient to use the index notation for the components of the involved tensors constructed from the
torsion as follows

(2.40) Tαβ
def
= T 0(Iα∇f, Iβ∇f), ∇T 0(Iγ∇f, Iα∇f, Iβ∇f) = Tαβ;γ ,

where I0
def
= idH . In particular, the fact that T 0 is a symmetric tensor can be written as Tαβ = Tβα and

(2.4) becomes

(2.41) T00 + T11 + T22 + T33 = 0.

Furthermore, from the properties of the connection we have Tαβ;γ = Tβα;γ .
Next, we will show that Ti0;0 vanish. This will yield a relation between the vertical derivatives fs and the

torsion components Tαβ .

Lemma 2.5. The following identities between the components Tαβ of the torsion tensor and the vertical
derivatives fi of the eigenfunction f hold true

(2.42) fsT00 = f1Ts1 + f2Ts2 + f3Ts3, s = 1, 2, 3,

and

(2.43) Ti0;0 = 0.

Proof. From (2.20) and (2.17) we have

(2.44) ∇2f(X, ξi) = df(IiX)− 2

3
T 0(IiX,∇f)− 2

3
T 0(X, Ii∇f).

By (2.18) we have Ti0 = 0, hence the above identity shows ∇2f(∇f, ξi) = 0. Therefore, we have

(2.45) ∇2f(∇f, ξ) = ∇2f(∇f,∇Aξ) = 0, ξ ∈ V,A ∈ TM,

taking into account (2.3). The covariant derivative along ∇f of the identity ∇2f(∇f, ξi) = 0 gives

0 = ∇3f(∇f,∇f, ξi)− f ∇2f(∇f, ξi)−
3∑

s=1

fs∇2f(Is∇f, ξi)−∇2f(∇f,∇∇fξi)

= ∇3f(∇f,∇f, ξi)−
3∑

s=1

fs

[
df(IiIs∇f)− 2

3
T 0(IiIs∇f,∇f)− 2

3
T 0(Is∇f, Ii∇f)

]
= ∇3f(∇f,∇f, ξi) + |∇f |2fi +

2

3
[−fiT00 + fiTii + fjTji + fkTki]
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using the Hessian equation (2.10), (2.45), Ti0 = 0 by (2.18), and (2.44). However, it follows from (2.19)
that

(2.46) Ti0;0 = −fiT00 + fiTii + fjTji + fkTki,

hence,

(2.47) ∇3f(∇f,∇f, ξi) + |∇f |2fi +
2

3
Ti0;0 = 0.

On the other hand, from (2.31) we have

(2.48) ∇3f(∇f,∇f, ξi) = −1

5
(1 + 2S)|∇f |2fi

+
2

3

[
fT 0(∇f, Ii∇f)− fiT

0(∇f,∇f) + fjT
0(∇f, Ik∇f)− fkT

0(∇f, Ij∇f)
]

+
2

5
dS(∇f)df(Ii∇f)− 2

3
∇T 0(∇f,∇f, Ii∇f) = −1

5
(1 + 2S)|∇f |2fi −

2

3
fiT00 −

2

3
Ti0;0

using Ti0 = 0 by (2.18) to obtain the last equality. Now, (2.47) and (2.48) give

(2.49) ∇3f(∇f,∇f, ξi) = −1

2
Ti0;0 − |∇f |2fi.

A substitution of (2.49) into (2.47) shows (2.43), which together with (2.46) give (2.42). □

2.3.2. The components Tij;0 and the qc-Ricci 2-forms. At this stage, from (2.19) we can compute the
components Tαβ;γ only when either α = 0 or β = 0. However, by evaluating (2.27) on the {σα}3α=0 frame,
cf. Lemma 2.4, we will be able to use the components T0i;j to determine not only Tij;0, but also the qc-Ricci
2-forms ρs defined in (2.6). We will use the following identities for the qc-Ricci 2-forms, cf. [18, Theorem
3.1] or [20, Theorem 4.3.11],

(2.50)
18ρs(ξs, X) = 3dS(X) +

1

2
∇T 0(eγ , eγ , X)− 3

2
∇T 0(eγ , Iseγ , IsX),

18ρi(ξj , IkX) = −18ρi(ξk, IjX) = 3dS(X)− 5

2
∇T 0(eγ , eγ , X)− 3

2
∇T 0(eγ , Iieγ , IiX).

We begin by using (2.32) and the symmetry of the Tαβ;γ in the first two indices to prove the following
Lemma.

Lemma 2.6. We have

(2.51) ρk(Ij∇f, ξj) = −3

5
(S − 2)fk,

(2.52) Tij;0 =
1

4
[fk(Tii − Tjj) + fjTkj − fiTki].

Proof. Letting Y = Ij∇f and X = ∇f in (2.32) we have, taking into account Ti0 = 0 and Ti0;0 = 0 by
(2.18) and (2.43), respectively, the following identity

Ti0;j + Tj0;i = −3Tji;0 + fTji+ 6fiTki + 7fjTjk + fk(−3Tii + 3Tkk − 4Tjj + 4T00)

− 12|∇f |2ρk(Ii∇f, ξi).

From (2.19) we can find another formula for Ti0;j +Tj0;i, which together with the above identity and (2.42)
gives

(2.53) Tji;0 = −3|∇f |2ρk(Ii∇f, ξi) +
3

2
fkT00 − [fkTjj − fjTkj ] +

1

2
[fiTki − fkTii].
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On the other hand, by first taking (2.32) for j, and then working as above but using Y = Ii∇f and
X = ∇f we obtain the identity

(2.54) Tij;0 = 3|∇f |2ρk(Ij∇f, ξj)−
3

2
fkT00 + [fkTii − fiTki]−

1

2
[fjTkj − fkTjj ].

Therefore, the symmetry of Tij;0 in i and j, together with the last line in (2.7), (2.41) and (2.42) give

0 = Tij;0−Tji;0 = 3|∇f |2 [ρk(Ij∇f, ξj) + ρk(Ii∇f, ξi)]− 3fkT00+
3

2
[fk(Tii + Tjj)− fiTki − fjTkj ]

= 6|∇f |2ρk(Ij∇f, ξj)− 6fkT00,

which, by (2.17), implies (2.51). Similarly, (2.53) and (2.54) yield

2Tij;0 = Tij;0 + Tji;0 = 3|∇f |2 [ρk(Ij∇f, ξj)− ρk(Ii∇f, ξi)] +
1

2
[fk(Tii − Tjj) + fjTkj − fiTki].

By (2.7) the term in the first brackets is zero, hence we conclude (2.52). □

2.3.3. The components Tii;0 and the vertical Hessian of f . With the results of the previous section, we can
begin to determine the components of dS. In particular, we can now show that one of the components of
dS|H vanishes.

Lemma 2.7. The normalized qc-scalar curvature S satisfies the following relations at almost every point of
M

(2.55) dS(∇f) = 0, T00;0 = 0, and Tii;0 =
1

2
[fjTki − fkTji].

Proof. Letting X = Ii∇f and Y = ∇f in (2.32) and taking (2.18) into account, we have the identity

(2.56) Tii;0 + T0i;i = −3[Tii;0 − T00;0]−
3

5
|∇f |2dS(∇f)− f [T00 − Tii] + fjTki − fkTji.

From the formula for ∇T 0(Y,X,∇f) in (2.19) we can compute that

(2.57) Ti0;i = f [Tii − T00] + fkTij − fjTki

and 5T00;0 = −3|∇f |2dS(∇f); using this and (2.57) in (2.56) we see that

(2.58) Tii;0 = −3

5
|∇f |2dS(∇f) +

1

2
[fjTki − fkTji].

On the other hand, from the Sp(1)Sp(1)-invariance of (2.41) it follows that

T00;0 + T11;0 + T22;0 + T33;0 = 0

which together with (2.58) and (2.57) yield |∇f |2dS(∇f) = 0, hence (2.55). □

Now we can determine the components of the vertical Hessian of f , which will then be used in the proofs
that the remaining components of dS vanish and, eventually, in the final section that the torsion vanishes.

Lemma 2.8. With the assumptions of Theorem 1.1, if f satisfies (2.10) then we have the following identities
for the vertical Hessian of f ,

(2.59) |∇f |2∇2f(ξi, ξi) = −1

5
(1 + 2S)|∇f |2f − 2

3
[fTii + fkTij − fjTki],

(2.60) |∇f |2∇2f(ξi, ξj) = −2

3
fTij +

1

2
(4− S)|∇f |2fk −

11

12
[fiTki − fkTii]−

1

4
[fjTkj − fkTjj ],

(2.61) ∇2f(ξi, ξj)−∇2f(ξj , ξi) =
2

5
(3 + S)fk.
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Proof. First, letting X = Ii∇f and Y = ∇f in (2.27) and taking into account Γi(∇f, Ii∇f) = 0 from
(2.26) we have

5Tii;0 − 3Ti0;i = 3T00;0 − 3Tii;0 − 3|∇f |2dS(∇f) + 5fTii + 3fT00

+ 12|∇f |2∇2f(ξi, ξi) +
12

5
(1 + 2S)|∇f |2f + fkTij − fjTki.

Using the formulas in (2.55) and (2.57), we can expand the above

5

2
[fjTki − fkTji]− 3(f [Tii − T00] + fkTij − fjTki) = −3

2
[fjTki − fkTji] + 5fTii + 3fT00

+ 12|∇f |2∇2f(ξi, ξi) +
12

5
(1 + 2S)|∇f |2f + fkTij − fjTki

and then solve this for the vertical Hessian of f to obtain (2.59). Next, let X = Ij∇f and Y = ∇f in
(2.27); then use that Γi(∇f, Ij∇f) = 2|∇f |2ρk(Ii∇f, ξi) from (2.26) to see

5Tji;0 − 3T0i;j = −3T0k;0 − 3Tij;0 + 5fTji + 12|∇f |2∇2f(ξi, ξj)−
12

5
(1 + 2S)|∇f |2fk

− 24|∇f |2ρk(Ii∇f, ξi) + 6fiTki + 5fjTjk − 6fkTii − 5fkTjj + 3fkT00.

From (2.19) with Y = Ij∇f , X = Ii∇f we can compute that T0i;j = fTij + fiTki + fk[T00 − Tii]. Then
this, along with Ti0;0 = 0 from (2.43), the formula for ρk(Ij∇f, ξj) in (2.51), and for Tij;0 in (2.52), applied
to the above gives

5

4
[fk(Tii − Tjj) + fjTkj − fiTki]− 3[fTij + fiTki + fk(T00 − Tii)]

= −3

4
[fk(Tii − Tjj) + fjTkj − fiTki] + 5fTji + 12|∇f |2∇2f(ξi, ξj)−

12

5
(1 + 2S)|∇f |2fk

+
72

5
(S − 2)|∇f |2fk + 6fiTki + 5fjTjk − 6fkTii − 5fkTjj + 3fkT00.

Using that 5T00 = −3(S − 2)|∇f |2 from (2.17) and solving the above for |∇f |2∇2f(ξi, ξj) yields (2.60).
Finally, recall that {ξs}3s=1 is an orthornormal frame for V with respect to the Riemannian metric (2.1).

With this, and the orthonormal frame {σα}3α=0 for H , we can expand

T (ξi, ξj) = |∇f |−2
3∑

α=0

h(T (ξi, ξj), Iα∇f)Iα∇f +
3∑

s=1

h(T (ξi, ξj), ξs)ξs.

By the last two lines of (2.7) we have h(T (ξi, ξj), Iα∇f) = −ρk(IiIα∇f, ξi) and h(T (ξi, ξj), ξs) = −Sδks.
Thus, (2.51) and the Ricci identity ∇2f(ξi, ξj)−∇2f(ξj , ξi) = −df(T (ξi, ξj)), shows (2.61). □

2.4. The qc-scalar curvature is constant. Here we obtain first a formula for the horizontal part dS|H of
the differential of S and therefore one for the horizontal Hessian ∇2S(X,Y ) as well. The latter will then
be used to show that dS|V = dS|H = 0 and allow us to conclude that S is constant.

Several divergences of the torsion tensor T 0 will appear in the next calculations, so we remind the notation
set in (1.5). In particular, we will use that if α ̸= 0 then ∇∗

αT
0(X) = −∇T 0(Iαeγ , eγ , X).

Lemma 2.9. The next identity holds at almost every point of M ,

(2.62) dS(It∇f) = −2(S − 2)ft, t = 1, 2, 3.
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Proof. With (2.51), the last line of (2.7), and second line of (2.50), we arrive at the identity

(2.63) −3

5
(S − 2)fi = ρi(Ik∇f, ξk) = −1

6
dS(Ii∇f) +

5

36
∇∗T 0(Ii∇f)− 1

12
∇∗

iT
0(∇f).

By (2.19) and the fact that T 0 is completely trace-free we have the identity

(2.64) ∇∗
iT

0(∇f) =
3

5
[dS(Ii∇f) + 4(S − 2)fi].

Therefore, we need only determine ∇∗T 0(Ii∇f). For this, take the trace X = eγ , Y = Iαeγ in (2.27):

(2.65) 5∇T 0(Iαeγ , eγ , Ii∇f)− 3∇T 0(eγ , Iαeγ , Ii∇f) = 3dS(Iαeγ)df(Iieγ)−
9

5
dS(eγ)df(IiIαeγ)

+
6

5
(4 + 3S)g(Iαeγ , eγ)fi −

12

5
(1 + 2S)

(
fωi(eγ , Iαeγ) +

3∑
s=1

fs ωs(Iαeγ , Iieγ)

)

+ 12
3∑

s=1

∇2f(ξi, ξs)ωs(Iαeγ , eγ)− 12Γi(Iαeγ , eγ).

For α = 0 equation (2.65) becomes

(2.66) ∇∗T 0(Ii∇f) = −3

5
[dS(Ii∇f) + 4(S − 2)fi]− 12Γi(eγ , eγ).

Using (2.26) and (2.50) we see that

(2.67) Γi(eγ , eγ) = 2[ρj(Ij∇f, ξi) + ρk(Ik∇f, ξi)] =
2

3
dS(Ii∇f)− 5

9
∇∗T 0(Ii∇f)

+
1

6
[∇∗

jT
0(Ik∇f)−∇∗

kT
0(Ij∇f)],

thus a substitution of (2.67) into (2.66) gives

(2.68) ∇∗T 0(Ii∇f) =
3

7

(
23

5
dS(Ii∇f) +

12

5
(S − 2)fi + [∇∗

jT
0(Ik∇f)−∇∗

kT
0(Ij∇f)]

)
.

Now we write (2.65) for j instead of i and then let α = k in the result. Then we use (2.26) to see that
Γj(Ikeγ , eγ) = −4ρi(Ij∇f, ξj) and thus by (2.51):

(2.69) ∇∗
kT

0(Ij∇f) = −3

5
dS(Ii∇f)− 6

5
(7− S)fi + 6∇2f(ξj , ξk).

Next, we do one more permutation of the indices and consider (2.65) for k instead of i and then let α = j,
which taking into account Γk(Ijeγ , eγ) = 4ρi(Ik∇f, ξk) and (2.51) gives an identity for the remaining
divergence

(2.70) ∇∗
jT

0(Ik∇f) =
3

5
dS(Ii∇f) +

6

5
(7− S)fi + 6∇2f(ξk, ξj).

Therefore, subtracting (2.69) from (2.70) and applying (2.61) we come to

(2.71) ∇∗
jT

0(Ik∇f)−∇∗
kT

0(Ij∇f) =
6

5
[dS(Ii∇f)− 4(S − 2)fi].

Lastly, a substitution of (2.71) into (2.68) gives

(2.72) ∇∗T 0(Ii∇f) =
3

7

(
29

5
dS(Ii∇f)− 12

5
(S − 2)fi

)
which after using it together with (2.64) in (2.63) shows (2.62). □
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Lemma 2.10. The normalized qc-scalar curvature S is constant, in fact S = 2. In particular,

(2.73) T00 = 0, T11 + T22 + T33 = 0, and f1Ts1 + f2Ts2 + f3Ts3 = 0, s = 1, 2, 3,

and for any cyclic permutation (i, j, k) of (1, 2, 3) we have

(2.74) fkTik − fiTkk = fiTjj − fjTij .

Proof. First we will show that the differential of S vanishes on the vertical space, dS|V = 0. With (2.55)
and (2.62) we can write the horizontal gradient of S in the {σα}3α=0 frame in the form

(2.75) |∇f |2∇S = −2(S − 2)

3∑
t=1

ft It∇f.

The covariant derivative of (2.75) along a horizontal vector Y , using (2.3), the horizontal Hessian equation
(2.10), and (2.20) for the term ∇2f(Y, ξi), gives the equation

(2.76)
1

2
|∇f |2∇2S(Y,X) = fdf(Y )dS(X) +

3∑
t=1

ft[df(ItY )dS(X) + df(ItX)dS(Y )]

+ (S − 2)

3∑
t=1

[
ft∇2f(Y, ItX) +

(
1

5
(1 + 2S)df(ItY )− 2

3
T 0(Y, It∇f)

)
df(ItX)

]
.

Using (2.10) again, the identities in (2.55) and (2.62) we find ∇2S(Ii∇f,∇f) = ∇2S(∇f, Ii∇f). Hence,
by the Ricci identity ∇2S(X,Y )−∇2S(Y,X) = −2

∑3
t=1 dS(ξt)ωt(X,Y ) we have

−2
3∑

t=1

dS(ξt)ωt(Ii∇f,∇f) = ∇2S(Ii∇f,∇f)−∇S(∇f, Ii∇f) = 0,

which implies

(2.77) dS(ξt) = 0, t = 1, 2, 3.

Now we can show that the differential of S vanishes on all horizontal vectors as well, dS|H = 0. From
(2.8) and (2.77) we find ∇2S(eγ , Iieγ) = 0. On the other hand, using (2.76) with (2.62) we also have

|∇f |2∇2S(eγ , Iieγ) = −2fdS(Ii∇f).

Thus, since f ̸= 0 a.e., see Lemma 2.4, we conclude

dS(It∇f) = 0 t = 1, 2, 3.

Hence, since in addition we have dS(∇f) = 0 by (2.55), it follows that dS|H = 0. Therefore, taking into
account that dS vanishes on the Reeb vector fields as proven above, it follows that dS = 0 and hence S is
constant.

In order to determine the constant we note that from (2.62), either S = 2 or f1 = f2 = f3 = 0 on some
open set. Arguing by contradiction, suppose the latter, then for any horizontal vector X we would have, by
(2.3) and the assumption fs = 0, the idenity

0 = Xfi = ∇2f(X, ξi)− αj(X)fk + αk(X)fj = ∇2f(X, ξi).

Then it would follow from (2.20) that 10Tii = −3(1 + 2S)|∇f |2. On the other hand, the component T00

can be computed from (2.17), which gives T00 = −3
5(S − 2)|∇f |2. Therefore, by (2.41) we have

0 =

3∑
α=0

Tαα =
3

10
(1− 8S)|∇f |2,
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hence, S = 1/8. This is a contradiction since the Lichnerowicz-type bound (1.1) implies, due to T 0 being
a trace-free tensor, that S ≥ 2. Thus we must have S = 2, and consequently (2.17) now implies T00 = 0.
With this, (2.73) follows from (2.41) and (2.42).

Finally, a substitution of the second identity in (2.73) into the third one written for s = i shows

0 = fiTii + fjTij + fkTik = fi(−Tjj − Tkk) + fjTij + fkTik

from which (2.74) follows. □

2.5. Vanishing of the torsion. The last application of (2.27) is to finally show that T 0 = 0. We be-
gin with a simple lemma describing the consequences of S = 2 on the components of the divergences
∇∗

iT
0(X)=∇T 0(eγ , Iieγ , X) defined in (1.5).

Lemma 2.11. The divergences of the torsion satisfy the following identities,

(2.78) |∇f |2∇∗
iT

0(Ii∇f) = −4[fTii + fkTij − fjTki]

(2.79) |∇f |2∇∗
jT

0(Ik∇f) = |∇f |2∇∗
kT

0(Ij∇f) = −4[fTjk + fjTij − fiTjj ].

Proof. Since S = 2 by Lemma 2.10, equation (2.71) implies ∇kT
0(Ij∇f) = ∇jT

0(Ik∇f), which gives
the first equality in (2.79). Furthermore, (2.60) now takes the simpler form

(2.80) 12|∇f |2∇2f(ξj , ξk) = −8fTjk + 12|∇f |2fi − 11fjTij + 11fiTjj − 3fkTik + 3fiTkk.

Applying (2.74) to (2.80) we find

(2.81) 12|∇f |2∇2f(ξj , ξk) = −8fTjk + 12|∇f |2fi − 8fjTij + 8fiTjj .

Substituting (2.81) into (2.69) yields the second equality of (2.79).
Finally, let α = i in (2.65), which due to ∇∗

αT
0(X) = −∇T 0(Iαeγ , eγ , X) takes the form (for i fixed)

− 8∇∗
iT

0(Ii∇f) = 5∇T 0(Iieγ , eγ , Ii∇f)− 3∇T 0(eγ , Iieγ , Ii∇f)

= −48f − 48∇2f(ξi, ξi)− 12Γi(Iieγ , eγ) = −48
[
f +∇2f(ξi, ξi)

]
,

using Γi(Iieγ , eγ) = 0 from (2.26). An application of (2.59) to the last equation gives (2.78). □

In the last lemma needed for the proof of the main theorem we derive the key relation between the
components of the torsion tensor. We continue the use of the notation Tij for the components of the torsion
set in (2.40).

Lemma 2.12. The next identities hold at almost every point,

(2.82) fTjk =
1

4
[fiTkk − fkTki] =

1

4
[fjTij − fiTjj ]

(2.83) fTii =
1

4
[fkTij − fjTki].

Proof. First, let us dispose with the trivial case, by noting that the second identity in (2.82) follows directly
from (2.74).

We turn to the proof of the first equality in (2.82). Let A(Y,X) denote the tensor in the left-hand side of
(2.27). Therefore,

16∇T 0(Y,X, Ii∇f) = 5A(Y,X) + 3A(X,Y ).
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Taking into account that the scalar curvature is constant and T00 = 0 the above equation takes the following
explicit form

(2.84) 8∇T 0(Y,X, Ii∇f) = −12∇T 0(∇f, IiX,Y )− 12∇T 0(∇f,X, IiY ) + 48g(X,Y )fi

−
3∑

s=1

fs[30g(IiX, IsY ) + 18g(IsX, IiY )] + 12

3∑
s=1

∇2f(ξi, ξs)g(X, IsY )

+ 8fT 0(X, IiY ) + 12fg(X, IiY ) + fi[24T
0(IiX, IiY )− 32T 0(X,Y )]

+ fj [17T
0(X, IkY ) + 15T 0(IjX, IiY ) + 9T 0(IiX, IjY ) + 15T 0(IkX,Y )]

+ fk[15T
0(IkX, IiY ) + 9T 0(IiX, IkY )− 17T 0(X, IjY )− 15T 0(IjX,Y )]− 48Γi(X,Y ).

Now, let X = Y = Ij∇f in (2.84) and use (2.18) to obtain

8Tji:j = −24Tjk;0 + 8fTjk + fi[24Tkk − 32Tjj ]− 32fjTij − 24fkTik − 48Γi(Ij∇f, Ij∇f).

Next, consider (2.84) written for j, and then let X = Ii∇f , Y = Ij∇f . Using (2.73)and Ti0;0 = 0 by
(2.43) it follows

8Tij;j = 12Tkj;0+12|∇f |2fi− 12|∇f |2∇2f(ξj , ξk)− 32fjTij +26fkTik + fi[−9Tkk +17Tii− 15Tjj ]

− 48Γj(Ii∇f, Ij∇f).

By the symmetry of Tαβ;γ in its first two indices and the above identities for Tji;j and Tij;j we have

(2.85) 0 = 8Tji;j − 8Tij;j = −36Tjk;0 + 8fTjk + 33fiTkk − 17fiTjj − 50fkTki − 17fiTii − 12|∇f |2fi
+ 12|∇f |2∇2f(ξj , ξk)− 48[Γi(Ij∇f, Ij∇f)− Γj(Ii∇f, Ij∇f)].

Since S = 2, (2.38) and (2.72) imply ∇∗T 0 = 0. Therefore by the last lines in (2.50), (2.7) we have

(2.86) ρk(IjX, ξi) = −ρk(IiX, ξj) =
1

12
∇∗

kT
0(IkX).

The definition of Γi(Y,X) in (2.26), together with (2.86) and (2.79) show that

Γi(Ij∇f, Ij∇f)− Γj(Ii∇f, Ij∇f) = −1

4
|∇f |2∇∗

kT
0(Ij∇f) = fTjk + fjTij − fiTjj ,

which gives a formula for the last term in (2.85). The latter, together with the identities (2.52) for the term
Tjk;0 and (2.80) for the term |∇f |2∇2f(ξj , ξk), allows to rewrite (2.85) as follows

0 = −9[fi(Tjj − Tkk) + fkTik − fjTij ] + 8fTjk + 33fiTkk − 17fiTjj − 50fkTki − 17fiTii

− 12|∇f |2fi − 8fTjk + 12|∇f |2fi − 8fjTij + 8fiTjj − 48[fTjk + fjTij − fiTjj ]

= 30fiTjj + 42fiTkk − 17fiTii − 47fjTij − 59fkTik − 48fTjk.

From (2.73) we have that −17fiTii = 17fjTij + 17fkTik, therefore the above reads

(2.87) 0 = 30fiTjj + 42fiTkk − 30fjTij − 42fkTik − 48fTjk.

In addition, (2.73) also gives

fjTij − fiTjj = fjTij + fiTii + fiTkk = fiTkk − fiTik.

Applying this to (2.87) shows

0 = 30fiTjj + 42fiTkk − 30fjTij − 42fkTik − 48fTjk = 12fiTkk − 12fkTik − 48fTjk

from which the first identity in (2.82) follows.
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We turn to the proof of (2.83). Choosing X and Y in the obvious ways, equation (2.84) written for j and
k, respectively, implies the following identities

8Tkj;i = 12Tkk;0 − 12Tii;0 − 12|∇f |2∇2f(ξj , ξj)− 8fTkk − 12|∇f |2f − 56fjTki − 6fkTij − 2fiTjk

− 48Γj(Ik∇f, Ii∇f)

and

8Tjk;i = 12Tii;0 − 12Tjj;0 + 12|∇f |2∇2f(ξk, ξk) + 8fTjj + 12|∇f |2f − 56fkTij − 2fiTjk − 6fjTki

− 48Γk(Ij∇f, Ii∇f).

Therefore, we have

(2.88) 0 = 8Tkj;i − 8Tjk;i = 12[Tkk;0 − 2Tii;0 + Tjj:0]− 12|∇f |2[∇2f(ξj , ξj) +∇2f(ξk, ξk)]

− 24|∇f |2f − 8f [Tkk + Tjj ]− 50[fjTki − fkTij ]− 48[Γj(Ik∇f, Ii∇f)− Γk(Ij∇f, Ii∇f)].

By the definition of Γi in (2.26), followed by the identity (2.86) for ρs, and (2.78), we find

Γj(Ik∇f, Ii∇f)− Γk(Ij∇f, Ii∇f) =
1

12
|∇f |2∇∗

kT
0(Ik∇f)

− 1

6
|∇f |2∇∗

iT
0(Ii∇f) +

1

12
|∇f |2∇∗

jT
0(Ij∇f) = fTii − fjTki + fkTij .

Then, using the above along with (2.58) and (2.59) in (2.88) gives

0 = 12

[
1

2
(fiTjk − fjTij)− (fjTki − fkTji) +

1

2
(fkTij − fiTkj)

]
− 12

[
−|∇f |2f − 2

3
(fTjj + fiTjk − fkTij)− |∇f |2f − 2

3
(fTkk + fjTki − fiTjk)

]
− 24|∇f |2f

− 8f [Tkk + Tjj ]− 50[fjTki − fkTij ]− 48[fTii − fjTki + fkTij ]

= −12fjTki + 12fkTij − 48fTii

from which (2.83) follows. □

2.6. Proof of Theorem 1.1. With the notation set in (2.40) we have T00 = T0i = 0, see (2.73) and (2.18),
hence

|∇f |4|T 0|2 = T 2
11 + T 2

22 + T 2
33 + 2T 2

12 + 2T 2
23 + 2T 2

31 =
∑
(i j k)

[T 2
ii + 2T 2

ij ] =
∑
(i j k)

[T 2
ii + 2T 2

jk],

recalling that
∑

(i j k) indicates a cyclic sum. Using the identities 4fTjk = fiTkk − fkTki = fjTij − fiTjj

and 4fTii = fkTij − fjTki by (2.82) and (2.83), we obtain

4f |∇f |4|T 0|2 =
∑
(i j k)

[Tii (fkTij − fjTki) + Tjk (fiTkk − fkTki) + Tjk (fjTij − fiTjj)]

=
∑
(i j k)

[fkTiiTij − fjTiiTki + fiTjkTkk − fkTjkTki + fjTjkTij − fiTjkTjj ]

=
∑
(i j k)

[fkTiiTij − fkTjjTij + fkTijTjj − fkTjkTki + fkTkiTjk − fkTijTii] = 0.

By Lemma 2.4 it follows T 0 ≡ 0. Thus, M is a qc-Einstein structure. The conclusion that (M,η) is
qc-equivalent to the standard 3-Sasakian sphere then follows from the second part of [23, Theorem 8.3].
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