


Complex Analysis Qualifying Examination

January 2009

Instructions: Please do the eight problems listed below. You may choose to answer the problems in any

order. However, to help us in grading your exam please make sure to:

i. Start each question on a new sheet of paper.

ii. Write only on one side of each sheet of paper.

iii. Number each page and write the last four digits of your UNM ID # on each page.

1. (a) Show that f(z) = −
i

2 cos z
and g(z) =

sin z

1 + ei2z
have the same poles and principal

parts.

(b) Find an entire function ϕ(z) such that ϕ(z) = −

[

i

2 cos z
+

sin z

1 + ei2z

]

.

2. Find the Laurent expansion for f(z) =
z3 + 2z − 1

z2 − 1
valid in the domain D,

D = {z ∈ C : |z| > 1}.

3. (a) If f is analytic on C
∗ = C ∪ {∞}, show that f is constant.

(b) If f is analytic on C and satisfies max{|f(z)| : |z| = r} ≤ Mrn for a fixed M > 0, n > 0,
and a sequence of values r = rk, with rk → ∞ as k → ∞, show that f is a polynomial of
degree less or equal to n.

4. (a) State Rouche’s theorem.
(b) If f(z) = 4z4 + 13z2 + 3, find the number of zeros of f(z) inside the circle {z : |z| = 1}
and the number of zeros inside the annulus {z : 1 < |z| < 2}.

5. Use the residue theorem to evaluate
∫ 2π

0

dθ

4 + 3 cos θ
.

6. Prove in complete detail: If f is analytic on an open set containing {z : Im z ≤ 0} except for
a finite number of singularities (none on the real axis), and lim

z→∞

f(z) = 0 (with Im z ≤ 0),

and if m < 0, then

lim
R→∞

∫

R

−R

f(x)eimx dx = −2πi
∑

k

res (f(z)eimz , z = zk)

where zk are the singularities of f in the lower half-plane.

7. (a) Where is the function w = cos z conformal?
(b) Find the image of the domain D = {z = x + iy : −π/2 < x < π/2, 0 < y < ∞} under the
map w = cos z.

8. Assume that {fn(z)}∞n=1 is a sequence of entire functions that converges to f(z) uniformly on

compact sets. Prove that f(z) is entire and that for any z0 ∈ C and k ∈ N, f
(k)
n (z0) → f (k)(z0)

as n → ∞
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Complex Variables Fall 2008
MS/PhD Qualifying Examination

Instruction: Complete all problems.

1a) Calculate w = (
√

3 + i)6.
1b) Calculate the principle value of w = (1 + i)4i and write it in the form

w = r(cosα + i sinα), r > 0, α ∈ R .

2) Let

f(z) =
ez − 1

z4
, z 6= 0 .

a) Evaluate
∫

Γ
f(z) dz

when Γ is the positively oriented circle |z| = 2.
b) Determine the Laurent expansion of f(z) valid for z 6= 0.

3) Find the Laurent expansion of

f(z) =
5z

(z + 2)(z − 3)

which is valid for

2 < |z| < 3 .

4) Let f(z) denote a function which is holomorphic in an open connected set U
and for which |f(z)| is constant in U . Can one conclude that f(z) is constant
in U? Justify your answer.

5) State Rouché’s theorem and use it to prove that the equation

azn = ez

has n zeros (counted according to multiplicity) in |z| < 1 if

a ∈ C, |a| > e, n ∈ {1, 2, . . .} .

6) Let Γ denote the positively oriented unit circle. Evaluate
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∫

Γ

ez

z
dz

and use the result to evaluate
∫ 2π

0
ecos t cos(sin t) dt and

∫ 2π

0
ecos t sin(sin t) dt .

7) Let f(z) denote an entire function and assume that f ′′(z) is bounded. Can
you prove that f(z) has the form

f(z) = az2 + bz + c ?

8) Recall that the Γ–function is defined by

Γ(z) =
∫ ∞

0
tz−1e−t dt

for suitable complex numbers z. a) In which z–region does the above formula
define Γ(z) as an analytic function? Justify your answer.

b) In which region of the complex plane can one continue Γ as an analytic
function? Justify your answer and construct an analytic continuation of the
function defined by the integral.
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Complex Variables Spring 2008
MS/PhD Qualifying Examination

Instruction: Complete all problems.

1) Let f(z) = log(z) denote the main branch of the complex logarithm, which
is defined and holomorphic in

C \ (−∞, 0] .

In which domain is the function

g(z) = log(log(z))

holomorphic?

2) Let
U = {z ∈ C : 0 < |z| < 1}

denote the open unit disk with the origin removed and let f denote a holo-
morphic function on U which has a pole of order three at the origin. Prove or
disprove the following statements:

a) There is a constant C > 0 with

|f(z)| ≤ C

|z|3 for 0 < |z| ≤ 1
2

.

b) There is a constant c > 0 with

|f(z)| ≥ c

|z|3 for 0 < |z| ≤ 1
2

.

c) There is a constant C > 0 with

|f(z)| ≤ C

|z|3 for 0 < |z| < 1 .

3) Let f and g be holomorphic functions defined for all z with |z − c| < r.
Assume that

g(c) = g′(c) = 0, g′′(c) 6= 0 .

Show that the residue of the function

h(z) =
f(z)
g(z)

, 0 < |z − c| < ε ,

is given by
n1f

′(c)g′′(c) + n2f(c)g′′′(c)
n3(g′′(c))2

where n1, n2, n3 are integers. Determine the integers nj .
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4) Evaluate ∫ ∞

−∞

cosx

x2 − 2x + 2
dx .

5) Show that for any positive integer n all roots of

(1 + z)n + zn = 0

lie on the line x = −1
2 .

6) Let

f(0) = 0 and f(x + iy) = u(x, y) + iv(x, y) for z = x + iy 6= 0

where

u(x, y) =
x3 − y3

x2 + y2
, v(x, y) =

x3 + y3

x2 + y2
.

a) Are the Cauchy–Riemann equations satisfied at z = 0?
b) Does the complex derivative f ′(0) exist?

7) Evaluate ∫ 2π

0

dt

5 + 4 sin t
.

8) Determine the number of roots of the equation

z3 − z2 + 3z + 5 = 0

in the open right half–plane (Re z > 0).
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Complex Analysis Qualifying Exam
January 2006

Directions: Do all of the following problems. Show all of your work, and justify all of your calculations.

1. Let
f(z) :=

ez

(z − 1)4
.

(a) Classify all of the singularities and find the associated residues.

(b) Determine the Laurent expansion of f centered at z = 1.

(c) If C denotes the positively oriented circle of radius 2 centered at z = 0, evaluate∮
C

f(z) dz.

2. Let
Πu := {z ∈ C : Im z > 0}.

Find a conformal mapping f : Πu 7→ D(0, 3) such that f(3 + 2i) = 0.

3. Let
f(z) :=

1
(z − 1)(z − 2)

.

Write f(z) as a Laurent series centered at z = 0 which converges on the annulus 1 < |z| < 2.

4. Let f : D(0, 1) 7→ D(0, 1) be holomorphic and satisfy f(0) = 0. What does Schwarz’ lemma say about
f? Prove it.

5. For each n ∈ N set

pn(z) :=
n∑

j=0

(−1)j z−2j

j!
.

(a) For each fixed n ∈ N, show that pn(z) = 0 has precisely 2n solutions.

(b) For a given ρ > 0, show that there is an N(ρ) such that if n > N(ρ), then all of the zeros of pn(z)
lie within D(0, ρ).

6. Show that ∫ +∞

−∞
sech2(x) cos(2x) dx =

2π

sinh(π)
.
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7. Let

f(z) :=
sin(z1/2)

z1/2
.

(a) Show that f(z) is entire.

(b) Let pn(z) be a polynomial of order n ≥ 1. For each A ∈ C show that there exist an infinite number
of distinct solutions to

pn(z)f(z) = A.

8. Consider

f(z) :=
∞∏

j=1

(
1− z

j3

)
.

(a) Show that f(z) is entire.

(b) What is the order of f(z)?
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Complex Analysis Qualifying Exam
August 2005

Directions: Do all of the following problems. Show all of your work, and justify all of your calculations.

1. Classify all of the singularities and find the associated residues for each of the following functions:

(a)
(z + 3)2

z

(b)
e−z

(z − 1)(z + 2)2
.

2. Consider
f(z) :=

√
(z − x1)(z − x2),

where x1, x2 ∈ R with x1 < x2. Upon writing

z − xj = rjeiθj ,

if one supposes that
0 ≤ θ1 < 2π, −π ≤ θ2 < π,

determine the branch points and branch cuts for f(z).

3. Show that ∫ +∞

−∞

cos x− cos a

x2 − a2
dx = −π

sin a

a
, a ∈ R+.

4. Recall that a linear fractional transformation (LFT) is of the form

`(z) =
az + b

cz + d
, ad− bc 6= 0.

(a) Find a LFT which maps the upper half-plane onto itself and which satisfies `(0) = 1, `(i) = 2i.

(b) Suppose that an LFT `(z) has two distinct and finite fixed points α and β. Show that there is a
constant C ∈ C such that

`(z)− α

`(z)− β
= C

z − α

z − β
.

5. Let f : D(P, r)\{P} 7→ C be holomorphic, and suppose that f has an essential singularity at z = P .
Show that there exists a sequence {zj} ⊂ D(P, r)\{P} with zj → P such that for each j ∈ N,

|(zj − P )jf(zj)| ≥ j.

6. State some version of Rouche’s theorem, and then use it to show that all of the zeros for

f(z) := z8 − 4z3 + 10

lie in the annulus D(0, 2)\D(0, 1).
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7. Set

h(z) :=
∞∏

n=1

(
1 +

z

n

)
e−z/n.

(a) Show that h(z) is an entire function.

(b) The gamma function, Γ(z), is nonzero and has simple poles at z = 0,−1,−2, . . . . Show that there
exists an entire function g(z) such that

1
Γ(z)

= zeg(z)h(z).

8. For each n ∈ N consider the polynomial

Pn(z) := 1 + z + z2 + · · ·+ zn.

(a) For any given 0 < ρ < 1, show that Pn(z) has no zeros in D(0, ρ) for n sufficiently large.

(b) Show that all of the zeros of Pn(z) lie on ∂D(0, 1).
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Complex Analysis Qualifying Exam
January 2005

Directions: Do all of the following problems. Show all of your work, and justify all of your calculations.

1. Show that

π cot πz =
1
z

+
∞∑

n=1

2z

z2 − n2
.

2. Classify all of the singularities and find the associated residues for each of the following functions:

(a)
sin2 z

z4

(b)
z2 + 2z − 1

(z − 1)(z + 3)2
.

3. Let p(z) be a polynomial. Show that that there exists an infinite sequence {zj} ⊂ C such that p(zj) = ezj

for each j.

4. Let f : D(0, 1) 7→ D(0, 1) be a conformal map.

(a) If f(0) = 0, show that f(z) = ωz for some ω ∈ ∂D(0, 1).

(b) If f(0) 6= 0, show that there exists an a ∈ D(0, 1) and ω ∈ ∂D(0, 1) such that

f(z) = ω
z − a

1− az
.

5. State some version of Rouche’s theorem, and then use it to show that

f(z) := ze3−z − 1

has only one real zero in D(0, 1).

6. Consider

f(z) :=
∞∑

n=1

e−n sin(nz).

It is clear that f(0) = 0. Determine the largest subset S ⊂ C for which {0} ⊂ S and f(z) is analytic for all
z ∈ S.

7. Show that there exists an entire function g(z) such that

sinπz = zeg(z)
∞∏

n=1

(
1− z2

n2

)
.

8. Let γ ⊂ C be the square centered at z = 0 with vertices at z = ±2± 2i. Compute∮
γ

z

z3 + 1
dz,

where γ is traversed once in the counterclockwise direction.
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Complex Analysis Qualifying Exam
August 2004

Directions: Do all of the following problems. Show all of your work, and justify all of your
calculations.

1. Evaluate

(a)
∫ ∞

0
e−x2

cos λxdx

(b)
∫ 2π

0

dθ

1 + cos2 θ

It may be helpful to know that ∫ +∞

−∞
e−x2

dx =
√

π.

2. Classify all of the singularities and find the associated residues for each of the following functions:

(a) z cos 2z

(b)
z3 − z2 + 2

z − 1
.

3. Let f : C 7→ C be entire, and set g(z) := f(1/z). Prove that f is a polynomial if and only if
g(z) has a pole at z = 0.

4. Let U ⊂ C be open, and let f ∈ C0(U). For each r ∈ R+ set D(0, r) := {z ∈ C : |z| < r}.
Suppose that for every D(z0, r) ⊂ U and for all z ∈ D(z0, r) one has that

f(z) =
∮

∂D(z0,r)

f(ζ)
ζ − z

dζ

(the curve ∂D(z0, r) is followed in the counterclockwise direction). Prove that f is analytic.

5. Set
f(z) := ln(z + (z2 − 1)1/2).

The branch cut for (z2 − 1)1/2 is to be on the axis Im z = 0 with −1 ≤ Re z ≤ 1.

(a) Show that (z2 − 1)1/2 is analytic at all values of z ∈ C not on the branch cut.

(b) For the transformation w := z + (z2 − 1)1/2 determine the branch cut for f(w).

6. Let D := D(0, 1), and suppose that f : D 7→ C is analytic, and further suppose that f is
continuous on D. Assume that f(z) 6= 0 for all z ∈ D, and that |f(z)| = 1 for z ∈ ∂D. Show that
f(z) = eiθ for some θ ∈ [0, 2π).
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7. For each n ∈ N set

fn(z) :=
n∑

j=1

z−j

j!
.

For a given ρ > 0, show that there is an N(ρ) such that if n > N(ρ), then all of the zeros of fn(z)
lie within D(0, ρ).

8. Let

f(z) :=
∞∑

n=0

z2n

(2n)!
.

(a) Compute the order of f(z).

(b) Write the Hadamard product expansion of f(z).
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