
3 GRAPHICAL DISPLAYS OF DATA

3 Graphical Displays of Data

Reading: SW Chapter 2, Sections 1-6

Summarizing and Displaying Qualitative Data

The data below are from a study of thyroid cancer, using NMTR data. The investigators looked
at all thyroid cancer cases diagnosed among NM residents between 1/1/69 and 12/31/91. A small
percentage of cases were omitted (those that weren’t first primary; those without more than 60
days of follow-up without another diagnosis of cancer), leaving 1338 cases of thyroid cancer.

A frequency distribution for a categorical variable gives the counts or frequency with which
the values occur in the various categories. The frequency distribution for histologic type is given
below. The relative frequency distribution gives the proportion (i.e number of cases divided by
sample size) or percentage (proportion times 100%) of cases in each histologic category.

Histology Frequency Relative Frequency Percentage
Papillary 687 687/1338 = 0.51 51%
Follicular 199 199/1338 = 0.15 15%

Mixed 323 323/1338 = 0.24 24%
Medullary 43 43/1338 = 0.03 3%

Other 86 86/1338 = 0.06 6%
Total 1338 0.99(1.00) 99% (100%)

The frequency distribution is usually summarized graphically via a bar graph, sometimes
called a bar chart. The next page give frequency and relative frequency distributions generated
by Minitab. Erik will show you how to do this in LAB.

The information conveyed is the same in both graphs. The graph of percentages has real advantages
when comparing two groups with much different sample sizes, however.

Example: SW pages 12, 14 - colors of Poinsettia.

10



3 GRAPHICAL DISPLAYS OF DATA

Graphical Summaries of Numerical Data

There are four (actually, there a many more) graphical summaries of primary interest: the his-
togram, the dotplot, the stem and leaf display, and the boxplot. Each of these is easy to
generate in Minitab. Our goal with a graphical summary is to see patterns in the data. We want
to see what values are typical, how spread out are the values, where do the values tend to cluster,
and what (if any) big deviations from the overall patterns are present. Sometimes one summary is
better than another for a particular data set.

Histogram

The histogram breaks the range of data into several equal width intervals, and counts the number
(or proportion, or percentage) of observations in each interval. The histogram can be viewed as
a grouped frequency distribution for a continuous variable. Here is the “help” entry from
Minitab describing histograms:

Why is it reasonable to group measurements whereas with categorical data we computed the
number of observations with each distinct data value?

Most texts, including SW, discuss the choice of intervals. We will use Minitab for our cal-
culations, which usually does quite a good job of choosing the intervals for us. We already saw
histograms of MAO levels in the previous section.

The real strength of histograms is showing where data values tend to cluster. Their real weakness
is that the choice of intervals (bins) can be arbitrary, and the apparent clustering can depend
considerably on the choice of bins. Histograms work pretty well with larger data sets, where the
choice of bins usually has little effect; for smaller data sets, dotplots or stem and leaf displays
usually are a much better choice.
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Dotplot

Where histograms try to condense the data into relatively few bins, dotplots present a similar
picture but emphasize the distinct values. Dotplots are particularly good at comparing different
data sets, especially smaller data sets. One big advantage is that you usually see all the data, so
no information is lost in the dotplot. The biggest disadvantage is that it gets pretty “noisy” for
large data sets.

Here is the “help” entry from Minitab describing dotplots:

Earlier we looked at histograms of MAO activity levels for schizophrenic patients of three
different diagnoses. The dotplots for the three data sets make comparisons quite easy. Isn’t it a lot
easier to see the nature of differences here than using the three histograms in the previous section?

Stem and Leaf Display

A stem and leaf display defines intervals for a grouped frequency distribution using the base 10
number system. Intervals are generated by selecting an appropriate number of lead digits for the
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data values to be the stem. The remaining digits comprise the leaf. Following is Minitab’s “help”
entry for the Stem and Leaf:

Look carefully at the display – how would the example above change if the numbers were 30,
40, 80, 80 and 100 instead of 3, 4, 8, 8, and 10. Try it and confirm the display looks the same with
one important difference. Following is the stem and leaf for the MAO activity levels of Diagnosis I
patients.

Stem-and-Leaf Display: MAO-acti

Stem-and-leaf of MAO-acti group = 1 N = 18
Leaf Unit = 1.0

2 0 45
7 0 67777
(4) 0 8899
7 1 001
4 1 2
3 1 44
1 1
1 1 8

Let’s examine this display, and make sure we can pick out what the actual numbers are. Look
at the original values (from SW). Is Minitab rounding numbers or just truncating excess digits?
SW would have you put larger numbers on top. That would seem more conventional, except stem
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and leaf displays almost always are done Minitab’s way with the larger numbers on the bottom.
There is a good reason for this – if you turn the graph 90 degrees counterclockwise, you end up
with a regular histogram (what are the bins?)

The stem and leaf was invaluable for “paper and pencil” data analysis. It is very quick to do
by hand, and it has the advantage of keeping the original data right on the display. It also sorts
the data (puts them in order), which allows quick calculation of medians and quartiles. I find the
dotplot a better tool, often, when summarizing small to moderate-sized data sets on the computer.
The stem and leaf is harder to use for comparing several groups, but still is more common in
practice than dotplots.

Erik will show you how to generate stem and leaf displays in Minitab, and a few of the options.

Example
Two stem and leaf displays for a data set on age at death for SIDS cases in Washington state

are given below. The first is for the data recorded in days, the second for the data recorded in
weeks. Note that the maximum value is 307 days, or 43.9 weeks.

Stem-and-Leaf Display: SIDS days

Stem-and-leaf of SIDS days N = 78
Leaf Unit = 10

9 0 222222333
18 0 444444555
31 0 6666666667777
(16) 0 8888888889999999
31 1 00000111111
20 1 22333
15 1 4455
11 1 6777
7 1 88
5 2 0
4 2 23
2 2
2 2 7
1 2
1 3 0

Stem-and-Leaf Display: SIDS weeks

Stem-and-leaf of SIDS weeks N = 78
Leaf Unit = 1.0

8 0 33334444
27 0 5666666778889999999
(22) 1 0111111112222223333444
29 1 55556666677889
15 2 0112344
8 2 5669
4 3 23
2 3 9
1 4 3

The structure of the two stem and leaf displays is slightly different. In particular, the days
display corresponds to a histogram with intervals of width 20 (confirm this!). The weeks display
corresponds to a histogram with intervals of width 5 (confirm!). Minitab does give you some control
over interval widths, but usually makes the right choice by default.

14



3 GRAPHICAL DISPLAYS OF DATA

Boxplots

Boxplots have become probably the most useful of all the graphical displays of numerical data.
I can go weeks without computing histograms, dotplots, or stem and leaf displays, but I usually
compute several boxplots per week. They succinctly summarize central location (average), spread
and shape of the data, and highlight outliers while permitting simple comparison of many data sets
at once. Following is the Minitab “help” description of boxplots.

Lots of elementary texts make the boxplots simpler by connecting the whiskers to the extremes
of the data; this keeps them from highlighting outliers and, in my opinion, erases substantial utility
of the boxplot. Minitab will allow you to compute those neutered boxplots, but you should not.
The box part of the boxplot is Q1, M, and Q3, a range containing half the data. The whiskers
connect the box to the extremes of “normal” looking data, and anything more extreme is plotted
separately (and importantly) as an outlier. Relative distance of the quartiles from the median,
and relative length of the whiskers tells us a lot about the shape of the data (we will explore that
below). Several packages, including Minitab, allow you to clutter the boxplot with a lot of other
features, but I usually prefer not to.

Boxplots of the SIDS and MAO data sets are below. Let’s pick out important features.
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Interpretation of Graphical Displays for Numerical Data

In many studies, the data are viewed as a subset or sample from a larger collection of observations
or individuals under study, called the population. A primary goal of many statistical analyses
is to generalize the information in the sample to infer something about the population. For this
generalization to be possible, the sample must reflect the basic patterns of the population. There
are several ways to collect data to ensure that the sample reflects the basic properties of the
population, but the simplest approach, by far, is to take a random or “representative” sample
from the population. A random sample has the property that every possible sample of a given
size has the same chance of being the sample eventually selected. Random sampling eliminates
any systematic biases associated with the selected observations, so the information in the sample
should accurately reflect features of the population. The process of sampling introduces random
variation or random errors associated with summaries. Statistical tools are used to calibrate the
size of the errors.

Whether we are looking at a histogram (or stem and leaf, or dotplot) from a sample, or are
conceptualizing the histogram generated by the population data, we can imagine approximating
the “envelope” around the display with a smooth curve. The smooth curve that approximates the
population histogram is called the population frequency curve. Statistical methods for inference
about a population usually make assumptions about the shape of the population frequency curve. A
common assumption is that the population has a normal frequency curve. In practice, the observed
data are used to assess the reasonableness of this assumption. In particular, a sample display should
resemble a population display, provided the collected data are a random or representative sample
from the population. Several common shapes for frequency distributions are given below, along
with the statistical terms used to describe them.

The first display is unimodal (one peak), symmetric and bell-shaped. This is the prototypi-
cal normal curve. The boxplot (laid on its side for this display) shows strong evidence of symmetry:
the median is about halfway between the first and third quartiles, and the tail lengths are roughly
equal. The boxplot is calibrated in such a way that 7 of every 1000 observations are outliers (more
than 1.5(Q3−Q1) from the quartiles) in samples from a population with a normal frequency curve.
Only 2 out of every 1 million observations are extreme outliers (more than 3(Q3 − Q1) from the
quartiles). We do not have any outliers here out of 250 observations, but we certainly could have
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some without indicating nonnormality. If a sample of 30 observations contains 4 outliers, two of
which are extreme, would it be reasonable to assume the population from which the data were
collected has a normal frequency curve? Probably not.

Stem-and-Leaf Display: C1

Stem-and-leaf of C1 N = 250
Leaf Unit = 1.0

1 1 8
5 2 1378
9 3 3379
17 4 11223567
25 5 13455789
38 6 2222444458899
65 7 112222233455555667777888889
98 8 000011112233445555666666678888889
(32) 9 11112223344455555555667888899999
120 10 000123334444444455566667788889
90 11 00111112223334445556668899
64 12 0001111112223444455555689
39 13 001112344466779
24 14 011366677778
12 15 001133
6 16 04669
1 17 0

The boxplot is better at highlighting outliers than are other displays. The histogram and stem
and leaf displays below appear to have the same basic shape as a normal curve (unimodal, sym-
metric). However, the boxplot shows that we have a dozen outliers in a sample of 250 observations.
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We would only expect about two outliers in 250 observations when sampling from a population
with a normal frequency curve. The frequency curve is best described as unimodal, symmetric, and
heavy-tailed.

Stem-and-Leaf Display: C2

Stem-and-leaf of C2 N = 250
Leaf Unit = 1.0

1 6 5
11 7 2578899999
45 8 0001122233333334456777777888889999
124 9 00000011122222233333334444445555555556666666666667777777788888889+
(84) 10 00000000000000000011111111111222222333333333444444444445555556666+
42 11 00000011122222333345556689
16 12 000113567
7 13 12345
2 14
2 15 3
1 16 1

Not all symmetric distributions are mound-shaped, as the display below suggests. The box-
plot shows symmetry, but the tails of the distribution are shorter (lighter) than in the normal
distribution. Note that the distance between quartiles is roughly constant here.
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Stem-and-Leaf Display: C3

Stem-and-leaf of C3 N = 250
Leaf Unit = 1.0

29 5 00111122334555666677777899999
56 6 000001111223334566666777889
82 7 00011123334445555566678889
108 8 11122222344556667778888889
(18) 9 001113334466788889
124 10 000001223455566667788899999
97 11 000001112233345666688899
73 12 0011333444444555566678899
48 13 00000111233344456777888999
22 14 0001244455566666777999

The mean and median are identical in a population with a (exact) symmetric frequency curve.
The histogram and stem and leaf displays for a sample selected from a symmetric population will
tend to be fairly symmetric. Further, the sample means and medians will likely be close.

The distribution below is unimodal, and asymmetric or skewed. The distribution is said to be
skewed to the right, or upper end, because the right tail is much longer than the left tail. The
boxplot also shows the skewness - the region between the minimum observation and the median
contains half the data in less than 1/5 the range of values. In addition, the upper tail contains
several outliers.
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Stem-and-Leaf Display: C4

Stem-and-leaf of C4 N = 250
Leaf Unit = 1.0

105 10 00000000000000000000000111111111122222222233333333333334444444555+
(57) 11 000111112222222333333344444444455666667777777788888899999
88 12 0000000112233444455566666777788
57 13 01123334455556666778889
34 14 00112234489
23 15 00111235556
12 16 001256
6 17 19
4 18 1
3 19 44
1 20 0

The distribution below is unimodal and skewed to the left. The two examples show that
extremely skewed distributions often contain outliers in the longer tail of the distribution.
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Stem-and-Leaf Display: C5

Stem-and-leaf of C5 N = 250
Leaf Unit = 0.10

3 0 055
4 1 8
6 2 08
12 3 347899
23 4 34446788899
34 5 01556778899
57 6 01112233334444556667889
88 7 1122223333344455556677889999999
(57) 8 000001111112222222233333445555555556666666777777788888999
105 9 00000000111111111122222223333333444444444445555555666666666666677+
0 10

Not all distributions are unimodal. The distribution below has two modes or peaks, and is said
to be bimodal. Distributions with three or more peaks are called multi-modal.
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Stem-and-Leaf Display: C6

Stem-and-leaf of C6 N = 250
Leaf Unit = 10

4 0 2233
12 0 44455555
32 0 66666777777777777777
64 0 88888888888888888999999999999999
95 1 0000000000000011111111111111111
115 1 22222222222233333333
(15) 1 444444445555555
120 1 6666677777
110 1 88899999999
99 2 0000000000001111111111111111
71 2 222222222222222223333333333333333
38 2 4444444445555555555555

The boxplot and histogram or stem and leaf display (or dotplot) are used together to describe
the distribution. The boxplot does not provide information about modality - it only tells you about
skewness and the presence of outliers.

As noted earlier, many statistical methods assume the population frequency curve is normal.
Small deviations from normality usually do not dramatically influence the operating characteristics
of these methods. We worry most when the deviations from normality are severe, such as extreme
skewness or heavy tails containing multiple outliers.
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Interpretations for Examples

The MAO samples are fairly symmetric, unimodal (?), and have no outliers. The distributions
do not deviate substantially from normality. The various measures of central location (Y , M) are
fairly close, which is common with reasonably symmetric distributions containing no outliers.

The SIDS sample is unimodal, and skewed to the right due to the presence of four outliers in
the upper tail. Although not given, we expect the mean to be noticeably higher than the median
(Why?). A normality assumption here is unrealistic.

Example: Length of Stay in a Psychiatric Unit

Data on all 58 persons committed voluntarily to the acute psychiatric unit of a health care canter
in Wisconsin during the first six months of a year are stored in the worksheet HCC that installs
with Minitab. Two of the variables are Length (of stay, in number of days), and Reason (for
discharge, 1=normal, 2=other). It is of interest to see if the length of stay differs for the two types
of discharge. The main parts of the boxplots comparing the groups are rather compressed (and not
very useful) because outliers are using up all the scale.

The solution in a case like this is to zoom in using the Data Options in the boxplot display. In
this case let us exclude rows where Length > 30. Now we have a little more basis for comparison.
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Does it look like there is a really large difference between the groups? What would you say
about the shape of the distributions? Does it look like these are normally distributed values?

Examine the descriptive statistics. What is a reasonable summary here and what probably
is pretty distorted? What is your summary of the data based upon the boxplots and numerical
summaries?

Descriptive Statistics: Length

Variable Reason N N* Mean SE Mean StDev Minimum Q1 Median Q3
Length 1 42 0 11.55 2.25 14.60 0.00 1.75 7.50 13.50

2 16 0 6.44 1.78 7.11 0.00 1.25 4.50 8.25

Variable Reason Maximum
Length 1 75.00

2 25.00
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